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1.0 OBJECTIVES:

This chapter would make you understand the following concepts
e What is data communication?

e What is network? Types of network.

e Brief history of internet

e Different standards and administration of the internet.

1.1 INTRODUCTION

Communication is sharing information or providing entertainment
by speaking, writing or other methods. Probably the most important type
of communication is personal communication, which happens when
people make their thoughts and wishes known to each other. There are
many methods of communication. We have come a long way from the
prehistoric times. In those days methods like smoke signals, certain sounds
were used to communicate with each other. Then human speech devel oped
and people began to talk and share their thoughts with one another. Not to
mention the present days, the world of electronic communication. This
world will have to be reinvented if there was no communication. No
business would be done. No parent would understand what his child wants
from him. There would be no teaching in classes. We would be worst than
arodent.



The Concept of Data Communication evolved from sharing the
computation power of computer along with various resources available in
a computer environment such as printer, hard disk etc. With increasing
demand for exchange of information across the globe, the need of data
communication has increased in many folds. Data Communication, can be
used to transfer or exchange information with in one building, one city,
across cities, countries and continents. It is also possible to update and
share data at different locations.

By Data Communication we mean the transportation of
information from one point to another through a communication media.
The word data refers to facts, concepts, and instructions presented in
whatever form is agreed upon by parties creating and using the data. In the
context of computer information systems data are represented by binary
information units (or bits) produced and consume in form of Os and 1s.

Data communication is exchange of data (in the form of Os and 1s)
between two devices via some form of transmission medium (such as wire
cables). Data communication is considered local if the communicating
devices are in the same building or a similarly restricted graphical area,
and is considered remote if the devices are farther apart.

1.2 DATA COMMUNICATIONS

The main components of data communication are data sources,
data sinks and communication media. The source is the originator of
information, while sink is the recelver of information. The media is the
path through which the information is transported to the sink from the
sources. This media could be a telephone wire, a microwave system on a
satellite circuit or afiber optic line. Usually, the media is provided by one
Oor more common communication carriers. The computer equipment is
connected to the communication media through apiece of equipment
called MODEM. This piece of equipment converted the digital signal to
analog and passes it to the communication media through whom they are
propagated towards the sink. The sink is similarly connected to the
communication media through a modem and receives the propagated

signas.
Data Source ﬁ Data Sink

Media

Communication Protocol

All communications between devices require that the devices agree
on the format of data. The set of rules defining a format is caled a
protocol. At the very least, a communications, protocol must define the
following



e rateof transmission (in baud or bps)

e whether transmission isto be synchronous or asynchronous

e Wwhether data is to be transmitted in half-duplex or full-duplex
mode

In addition, protocols can include sophisticated techniques for
detecting and recovering from transmission errors and for encoding and
decoding data.

Characteristics of Data Communication

The effectiveness of any data communications system depends
upon the following four fundamental characteristics:

1. Delivery: The data should be delivered to the correct destination and
correct user.

2. Accuracy: The communication system should deliver the data
accurately, without introducing any errors. The data may get corrupted
during transmission affecting the accuracy of the delivered data.

3. Timeliness: Audio and Video data has to be delivered in a timely
manner without any delay; such a data delivery is caled rea time
transmission of data.

4. Jitter: It is the variation in the packet arrival time. Uneven Jitter may
affect the timeliness of data being transmitted

Data Communication Ter minology

Data Communication is the process of transferring data from one
machine to another machine such that the sender and receiver both
interpret the data correctly.

1. Data Channel

In communications the term channel refers to a communications
path between two computers or devices. It may refer to the physica
medium, such as coaxial cable or to a specific carrier frequency (sub-
channel) within alarger channel or wireless medium.

2. Baud

Pronounced bawd, it is the number of signaling elements that occur
each second. The term is named after J.M.E. Baudot, the inventor of the
Baudot telegraph code.

At slow speeds, only one bit of information(signaling element) is
encoded in each electrical change. The baud, therefore, indicates the
number of bits per second that are transmitted. For example, 300 baud
means that 300 bits are transmitted each second (abbreviated 300 bps).
Assuming asynchronous communication, which requires 10 bits per
character; this trandates to 30 characters per second (cps). For slow rates



you can divide the baud by 10 to see how many characters per second are
sent.

At higher speeds, it is possible to encode more than one bit in each
electrical change, 4,800 baud may alow 9,600 bits to be sent each second.
At high data transfer speeds, therefore, data transmission rates are usually
expressed in bits per second (bps) rather than baud. For example, a 9,600
bps modem may operate at only 2,400 baud.

3. Bandwidth

Bandwidth is the amount of data that can be transmitted in a fixed
amount of time. For digital devices, the bandwidth is usually expressed in
bits per second (bps) or bytes per second. For analog devices, the
bandwidth is expressed in cycles per second, or Hertz(Hz).

The bandwidth is particularly important for I/O devices. For
example, a fast disk drive can be hampered by a bus with a low
bandwidth.

4. Data Transfer Rates
The amount of data transferred per second by a communication
channel is known as data transfer rate. It is measured in bits per second

(bps)

Components of Data Communication
A Data Communication system has five components as shown in
the diagram below:

Set of Set of

Rules Rules
S— Message —

Sender Receiver

Transmission medium

Fig. Components of a Data Communication System

1. Message:

Message is the information to be communicated by the sender to the
receiver.

2. Sender
The sender is any device that is capable of sending the data (message).



3. Recelver

The receiver is a device that the sender wants to communicate the data
(message).
4. Transmission Medium

It is the path by which the message travels from sender to receiver. It can
be wired or wireless and many subtypes in both.

5. Protocol

It is an agreed upon set or rules used by the sender and receiver to
communicate data. A protocol is a set of rules that governs data
communication. A Protocol is a necessity in data communications without
which the communicating entities are like two persons trying to talk to
each other in a different language without know the other language

Data Representation

Data is collection of raw facts which is processed to deduce
information. There may be different forms in which data may be
represented. Some of the forms of data used in communications are as
follows:

1. Text

Text includes combination of aphabets in small case as well as
upper case. It is stored as a pattern of bits. Prevalent encoding system :
ASCII, Unicode

2. Numbers
Numbers include combination of digits from 0 to 9. It isstored as a
pattern of bits. Prevalent encoding system : ASCII, Unicode

3. Images

An image is worth a thousand words || is avery famous saying. In
computers images are digitally stored. A Pixel is the smallest element of
an image. To put it in ssimple terms, a picture or image is a matrix of pixel
elements. The pixels are represented in the form of bits. Depending upon
the type of image (black n white or color) each pixel would require
different number of bits to represent the value of a pixel. The size of an
image depends upon the number of pixels (also called resolution) and the
bit pattern used to indicate the value of each pixel. Example: if animageis
purely black and white (two color) each pixel can be represented by a
value either 0 or 1, so an image made up of 10 x 10 pixel elements would
require only 100 bits in memory to be stored. On the other hand an image
that includes gray may require 2 bits to represent every pixel value (00 -
black, 01 — dark gray, 10 light gray, 11 —white). So the same 10 x 10 pixel
image would now require 200 bits of memory to be stored. Commonly
used Image formats : jpg, png, bmp, etc



4. Audio

Data can also be in the form of sound which can be recorded and
broadcasted. Example: What we hear on the radio is a source of data or
information. Audio data is continuous, not discrete.

5. Video
Video refers to broadcasting of datain form of picture or movie.

Data Flow

We devices communicate with each other by sending and receiving data.
The data can flow between the two devices in the following ways.

1. Simplex

2. Half Duplex
3. Full Duplex
1. Simplex

M

DIRECTION OF DATA 0
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Figure: Simplex mode of communication

In Simplex, communication is unidirectional. Only one of the
devices sends the data and the other one only receives the data. Example:
in the above diagram: a CPU sends data while a monitor only receives
data.

2. Half Simplex

DIRECTION OF DATA AT TIME Té

STATION 1 STATION 2
-

DIRECTION OF DATA AT TIME T2

Figure: Half Duplex Mode of Communication
In half duplex both the stations can transmit as well as receive but

not at the same time. When one device is sending other can only receive
and vice-versa (as shown in figure above.) Example: A walkie-takie.

3. Full Duplex



DIRECTION OF DATA AT ALL TIMES
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STATION 1 STATION 2

Figure: Full Duplex Mode of Communication

In Full duplex mode, both stations can transmit and receive at the same
time. Example: mobile phones

1.3 NETWORKS

A computer network is a group of computers that use a set of
common communication protocols over digital interconnections for the
purpose of sharing resources located on or provided by the network nodes.
The interconnections between nodes are formed from a broad spectrum of
telecommunication -network technologies, based on physically wired,
optical, and wireless radio-frequency methods that may be arranged in a
variety of network topologies.

The nodes of a computer network may include personal computers,
servers, networking hardware, or other specialized or general-purpose
hosts. They are identified by hosthames and network addresses.
Hostnames serve as memorable labels for the nodes, rarely changed after
initial assignment. Network addresses serve for locating and identifying
the nodes by communication protocols such as the Internet Protocol.

Computer networks may be classified by many criteria, including
the transmission medium used to carry signals, bandwidth, and
communications protocols to organize network traffic, the network size,
the topology, traffic control mechanism, and organizational intent.

Computer networks support many applications and services, such
as access to the World Wide Web, digital video, digital audio, shared use
of application and storage servers, printers, and fax machines, and use of
email and instant messaging applications.

1.4 NETWORK TYPES

A computer network is a group of computers linked to each other
that enables the computer to communicate with another computer and
share their resources, data, and applications.

A computer network can be categorized by their size. A computer
network is mainly of four types:
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Figure : Types of network

1. LAN (Local Area Network)

e Loca Area Network is a group of computers connected to each
other in asmall area such as building, office.

e LAN is used for connecting two or more persona computers
through a communication medium such as twisted pair, coaxia
cable, etc.

e Itisless costly as it is built with inexpensive hardware such as
hubs, network adapters, and Ethernet cables.

e The data is transferred at an extremely faster rate in Local Area
Network.

o Loca AreaNetwork provides higher security.
& “-\
= |
= LAN =

/
12 =
Figure LAN (Local Area Network)

2. PAN (Personal Area Network)

o Personal Area Network is a network arranged within an individual
person, typically within arange of 10 meters.

o Personal Area Network is used for connecting the computer
devices of personal useis known as Personal Area Network.

e Thomas Zimmerman was the first research scientist to bring the
idea of the Personal Area Network.

e Persona Area Network covers an area of 30 feet.



e Personal computer devices that are used to develop the personal
area network are the laptop, mobile phones, media player and play
stations.

Figure PAN (Persona Area Network)
There are two types of Personal Area Network:

» Wired Personal Area Network

Wireless Personal Area Network: Wireless Personal Area Network is
developed by simply using wireless technologies such as WiFi, Bluetooth.
It isalow range network.

> Wireless Persona Area Network
Wired Personal Area Network: Wired Persona Area Network is
created by using the USB.

Examples of Personal Area Network:

> Body Area Network: Body Area Network is a network that moves
with a person. For example, a mobile network moves with a person.
Suppose a person establishes a network connection and then creates
a connection with another device to share the information.

> Offline Network: An offline network can be created inside the
home, so it is also known as ahome network. A home network is
designed to integrate the devices such as printers, computer,
television but they are not connected to the internet.

> Small Home Office: It is used to connect a variety of devices to the
internet and to a corporate network using a VPN

3. MAN (Metropolitan Area Network)

e A metropolitan area network is a network that covers a larger
geographic area by interconnecting a different LAN to form a
larger network.

e Government agencies use MAN to connect to the citizens and
private industries.



e« In MAN, various LANs are connected to each other through a
telephone exchange line.

e The most widely used protocols in MAN are RS-232, Frame
Relay, ATM, ISDN, OC-3, ADSL, etc.

e It hasahigher range than Local Area Network(LAN).

= D = | D
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Figure MAN (Metropolitan Area Network)

Uses of Metropolitan Area Network:
e MAN isused in communication between the banks in acity.
e It can beused in an Airline Reservation.
e It can beused in acollege withinacity.
e It can aso be used for communication in the military.

4. WAN (Wide Area Network)

e A Wide Area Network is a network that extends over a large
geographical area such as states or countries.

o A Wide AreaNetwork is quite bigger network than the LAN.

e« A Wide Area Network is not limited to a single location, but it
spans over alarge geographical areathrough atelephone line, fibre
optic cable or satellite links.

e Theinternet isone of the biggest WAN in the world.

e« A Wide Area Network is widely used in the field of Business,
government, and education.
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Figure WAN( Wide Area Network)

Examples of Wide Area Network:
Mobile Broadband: A 4G network is widely used across a region or
country

Last mile: A telecom company is used to provide the internet services to
the customers in hundreds of cities by connecting their home with fiber.

Private network: A bank provides a private network that connects the 44
offices. This network is made by using the telephone leased line provided
by the telecom company.

1.5INTERNET HISTORY

What islInternet?

The Internet (or internet) is the global system of interconnected
computer networks that uses the Internet protocol suite (TCP/IP) to
communicate between networks and devices. It is a network of networks
that consists of private, public, academic, business, and government
networks of loca to global scope, linked by a broad array of electronic,
wireless, and optical networking technologies. The Internet carries a vast
range of information resources and services, such as the inter-linked
hypertext documents and applications of the World Wide Web (WWW),
electronic mail, telephony, and file sharing.

Brief History of Internet

A network is a group of connected communicating devices such as
computers and printers. An internet (note the lowercase letter i) is two or
more networks that can communicate with each other. The most notable
internet is called the Internet (uppercase letter 1), a collaboration of more
than hundreds of thousands of interconnected networks. Private
individuals as well as various organizations such as government agencies,
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schools, research facilities, corporations, and libraries in more than 100
countries use the Internet. Millions of people are users. Yet this
extraordinary communication system only came into being in 1969.

In the mid-1960s, mainframe computers in research organizations
were standalone devices. Computers from different manufacturers were
unable to communicate with one another. The Advanced Research
Projects Agency (ARPA) in the Department of Defense (DoD) was
interested in finding a way to connect computers so that the researchers
they funded could share their findings, thereby reducing costs and
eliminating duplication of effort.

In 1967, at an Association for Computing Machinery (ACM)
meeting, ARPA presented its ideas for ARPANET, a small network of
connected computers. The idea was that each host computer (not
necessarily from the same manufacturer) would be attached to a
specialized computer, called an interface message processor (IMP). The
IMPs, in tum, would be connected to one another. Each IMP had to be
able to communicate with other IMPs as well as with its own attached
host.

By 1969, ARPANET was a redlity. Four nodes, at the University
of California at Los Angeles (UCLA), the University of California at
Santa Barbara (UCSB), Stanford Research Institute (SRI), and the
University of Utah, were connected via the IMPs to form a network.
Software caled the Network Control Protocol (NCP) provided
communication between the hosts.

In 1972, Vint Cerf and Bob Kahn, both of whom were part of the
core ARPANET group, collaborated on what they called the Interknitting
Project. Cerf and Kahn's landmark 1973 paper outlined the protocols to
achieve end-to-end delivery of packets. This paper on Transmission
Control Protocol (TCP) included concepts such as encapsulation, the
datagram, and the functions of a gateway.

Shortly thereafter, authorities made a decision to split TCP into
two protocols: Transmission Control Protocol (TCP) and Internetworking
Protocol (IP). IP would handle datagram routing while TCP would be
responsible for higher-level functions such as segmentation, reassembly,
and error detection. The internetworking protocol became known as
TCPIIP

1.6 INTERNET STANDARDS

An Internet standard is a thoroughly tested specification that is
useful to and adhered to by those who work with the Internet. It is a
formalized regulation that must be followed. Thereis a strict procedure by
which a specification attains Internet standard status. A specification
begins as an Internet draft. An Internet draft is a working document (a
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work in progress) with no official status and a six-month lifetime. Upon
recommendation from the Internet authorities, a draft may be published as
a Request for Comment (RFC). Each RFC is edited, assigned a number,
and made available to al interested parties. RFCs go through maturity
levels and are categorized according to their requirement level.

Maturity Levels

An RFC, during its lifetime, falls into one of six maturity levels:
proposed standard, draft standard, Internet standard, historic,
experimental, and informational.

Proposed Standard

A proposed standard is a specification that is stable, well
understood, and of sufficient interest to the Internet community. At this
level, the specification is usualy tested and implemented by severa
different groups.

Draft Standard

A proposed standard is elevated to draft standard status after at
least two successful independent and interoperable implementations.
Barring difficulties, a draft standard, with modifications if specific
problems are encountered, normally becomes an Internet standard.

Internet Standard
A draft standard reaches Internet standard status  after
demonstrations of successful implementation

Historic

The historic RFCs are significant from a historical perspective.
They either have been superseded by later specifications or have never
passed the necessary maturity levels to become an Internet standard.

Experimental

An RFC classified as experimental describes work related to an
experimental situation that does not affect the operation of the Internet.
Such an RFC should not be implemented in any functional Internet
service.

I nformational

An RFC classified as informational contains general, historical, or
tutorial information related to the Internet. It is usualy written by someone
in anon-Internet organization, such as avendor.

Requirement Levels

RFCs are classified into five requirement levels: required,
recommended, elective, limited use, and not recommended.

13



Required

An RFC is labeled required if it must be implemented by all
Internets systems to achieve minimum conformance. For example, IF and
ICMP are required protocols.

Recommended

An RFC labeled recommended is not required for minimum
conformance; it is recommended because of its usefulness. For example,
FTP and TELNET are recommended protocols.

Elective
An RFC labeled elective is not required and not recommended.
However, a system can useiit for its own benefit.

Limited Use
An RFC labeled limited use should be used only in limited
situations. Most of the experimental RFCs fall under this category.

Not Recommended
An RFC labeled not recommended is inappropriate for general use.
Normally a historic (deprecated) RFC may fall under this category.

1.7INTERNET ADMINISTRATION

The Internet, with its roots primarily in the research domain, has
evolved and gained a broader user base with significant commercial
activity. Various groups that coordinate Internet issues have guided this
growth and development. Appendix G gives the addresses, e-mail
addresses, and telephone numbers for some of these groups. Shows the
general organization of Internet administration. E-mail addresses and
telephone numbers for some of these groups.

| 1soc |

| 1AB |

IRTF IETF IESG

(wg] ... (wa] (wg] ... (wa]

Figure the general organization of Internet administration.
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The Internet Society (ISOC) is an international, nonprofit
organization formed in 1992 to provide support for the Internet standards
process. ISOC accomplishes this through maintaining and supporting
other Internet administrative bodies such as IAB, IETF,IRTF, and IANA
(see the following sections). 1ISOC aso promotes research and other
scholarly activities relating to the Internet.

|IAB

The Internet Architecture Board (IAB) is the technical advisor to
the 1ISOC. The main purposes of the IAB are to oversee the continuing
development of the TCP/IP Protocol Suite and to serve in a technical
advisory capacity to research members of the Internet community. |AB
accomplishes this through its two primary components, the Internet
Engineering Task Force (IETF) and the Internet Research Task Force
(IRTF). Another responsibility of the IAB is the editorial management of
the RFCs, described earlier. IAB is also the external liaison between the
Internet and other standards organizations and forums.

JETF

The Internet Engineering Task Force (IETF) is a forum of working
groups managed by the Internet Engineering Steering Group (IESG). IETF
is responsible for identifying operational problems and proposing
solutions to these problems. |ETF also develops and reviews specifications
intended as Internet standards. The working groups are collected into
areas, and each area concentrates on a specific topic. Currently nine areas
have been defined. The areas include applications, protocols, routing,
network management next generation (IPng), and security.

JRTF

The Internet Research Task Force (IRTF) is a forum of working
groups managed by the Internet Research Steering Group (IRSG). IRTF
focuses on long-term research topics related to Internet protocols,
applications, architecture, and technology.

1.8 REVIEW QUESTIONS

1. Explain the concept of Computer network.

2. How data communication is done? Explain in brief.

3. What Computer Network? Explain types of network.
4. What is Internet? Explain brief history of Internet.

5. Why do we require Internet standards? What are they?

1.9 SUMMARY

e Data communications are the transfer of data from one device to
another via some form of transmission medium.
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A data communications system must transmit data to the correct
destination in an accurate and timely manner.

The five components that make up a data communications system are
the message, sender, receiver, medium, and protocol.

Text, numbers, images, audio, and video are different forms of
information.

A network can be categorized as a local area network or a wide area
network.

A LAN is a data communication system within a building, plant, or
campus, or between nearby buildings.

A WAN is a data communication system spanning states, countries, or
the whole world.

Aninternet is anetwork of networks.
The Internet is a collection of many separate networks.

There are local, regional, national, and international Internet service
providers.

A protocol is a set of rules that govern data communication; the key
elements of a protocol are syntax, semantics, and timing.

Standards are necessary to ensure that products from different
manufacturers can work together as expected.

1.10 REFERENCES
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20 OBJECTIVES:

This chapter would make you understand the following concepts
What is Protocol Layering?

Principles of Protocol Layering

What is TCP/IP protocal in brief

Layersin the TCP/IP Protocol Suite

The OSI model.

Comparison of the OSI and TCP/IP Reference Models
Problems of the TCP/IP Reference M odel

Problems of the OSI Model and Protocols

21 PROTOCOL LAYERING

We have discussed the term protocol in the previous chapter. In
data communication and networking, a protocol defines the rules that both
the sender and receiver and all intermediate devices need to follow to be
able to communicate effectively. When communication is simple, we may
need only one simple protocol; when the communication is complex, we
may need to divide the task between different layers, in which case we
need a protocol at each layer, or protocol layering.

To understand the protocol layering et us develop two simple scenarios.

In the first scenario, communication is so simple that it can occur
in only one layer. Assume Seeta and Kaveri are neighbors with a lot of
common ideas. Communication between Seeta and Kaveri takes place in
one layer, face to face, in the same language, as shownin

17



a a
# Seeta # Kaveri

Layer 1 Listen/Talk Listen/Talk Layer 1

t Air 1

Figure: A single-layer protocol

Even in this simple scenario, we can see that a set of rules needs to
be followed. First, Seeta and Kaveri know that they should greet each
other when they meet. Second, they know that they should confine their
vocabulary to the level of their friendship. Third, each party knows that
she should refrain from speaking when the other party is speaking. Fourth,
each party knows that the conversation should be a dialog, not a monolog:
both should have the opportunity to talk about the issue. Fifth, they should
exchange some nice words when they leave. We can see that the protocol
used by Seeta and Kaveri is different from the communication between a
professor and the students in a lecture hall. The communication in the
second case is mostly monolog; the professor talks most of the time unless
a student has a question, a situation in which the protocol dictates that she
should raise her hand and wait for permission to speak. In this case, the
communication is normally very formal and limited to the subject being
taught.

Second Scenario

In the second scenario, we assume that Kaveri is offered a higher-
level position in her company, but needs to move to another branch
located in acity very far from Seeta. The two friends still want to continue
their communication and exchange ideas because they have come up with
an innovative project to start a new business when they both retire. They
decide to continue their conversation using regular mail through the post
office. However, they do not want their ideas to be revealed by other
people if the letters are intercepted. They agree on an
encryption/decryption technique. The sender of the letter encrypts it to
make it unreadable by an intruder; the receiver of the letter decrypts it to
get the origina letter. We discuss the encryption/decryption methods in
but for the moment we assume that Seeta and Kaveri use one technique
that makes it hard to decrypt the letter if one does not have the key for
doing so. Now we can say that the communication between Seeta and
Kaveri takes place in three layers, as shown in Figure. We assume that
Seeta and Kaveri each have three machines (or robots) that can perform
the task at each layer.
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Figure: A three-layer protocol

Principles of Protocol Layering
Let us discuss two principles of protocol layering.

First Principle

The first principle dictates that if we want bidirectional
communication, we need to make each layer so that it is able to perform
two opposite tasks, one in each direction. For example, the third layer task
isto listen (in one direction) and talk (in the other direction). The second
layer needs to be able to encrypt and decrypt. The first layer needs to send
and receive mail.

Second Principle

The second principle that we need to follow in protocol layering is
that the two objects under each layer at both sites should be identical. For
example, the object under layer 3 at both sites should be a plaintext letter.
both sites should be a cipher text letter. The object under layer 1 at both
sites should be a piece of mail.

L ogical Connections

After following the above two principles, we can think about
logical connection between each layer as shown in below figure. This
means that we have layer-to-layer communication. Seeta and Kaveri can
think that there is alogical (imaginary) connection at each layer through
which they can send the object created from that layer. We will see that
the concept of logical connection will help us better understand the task of
layering. We encounter in data communication and networking.
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Figure: Logical connection between peer layers

1.2 TCP/IPPROTOCOL SUITE

Now that we know about the concept of protocol layering and the
logical communication between layers in our second scenario, we can
introduce the TCP/IP (Transmission Control Protocol/Internet Protocol).
TCP/IP is a protocol suite (a set of protocols organized in different layers)
used in the Internet today. It is a hierarchical protocol made up of
interactive modules, each of which provides a specific functionality. The
term hierarchical means that each upper level protocol is supported by the
services provided by one or more lower level protocols. The origina
TCP/IP protocol suite was defined as four software layers built upon the
hardware. Today, however, TCP/IP is thought of as a five-layer model.
Following figure shows both configurations.

Layered Architecture

To show how the layers in the TCP/IP protocol suite are involved
in communication between two hosts, we assume that we want to use the
suite in a small internet made up of three LANSs (links), each with a link-
layer switch. We also assume that the links are connected by one router, as
shown in below Figure.
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Figure: Layersin the TCP/IP protocol suite
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Figure: Communication through an internet

Layersin the TCP/IP Protocol Suite

After the above introduction, we briefly discuss the functions and
duties of layers in the TCP/IP protocol suite. Each layer is discussed in
detail in the next five parts of the book. To better understand the duties of
each layer, we need to think about the logical connections between layers.
Below figure shows logica connections in our simple internet.

Using logical connections makes it easier for us to think about the
duty of each layer. As the figure shows, the duty of the application,
transport, and network layersis end-to-end. However, the duty of the data-
link and physical layersis hop-to-hop, in which ahop isahost or router.
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Figure: Logical connections between layersin TCP/IP

In other words, the domain of duty of the top three layers is the
internet, and the domain of duty of the two lower layers is the link.
Another way of thinking of the logical connections is to think about the
data unit created from each layer. In the top three layers, the data unit
(packets) should not be changed by any router or link-layer switch. In the
bottom two layers, the packet created by the host is changed only by the
routers, not by the link-layer switches. Below figure shows the second
principle discussed previously for protocol layering. We show the
identical objects below each layer related to each device.

Identical objects (messages)

Identical objects (datagram) Identical objects (datagram)
Network il ————————— - e~~~ € {3 Network
Data link [ ~— == == == === === —- L | 434 Data link

Physical E} —————————————————— {]E} _______________ ﬁ] Fhysical

Figure: Identical objects in the TCPF/IP protocol suite

Note that, athough the logical connection at the network layer is
between the two hosts, we can only say that identical objects exist
between two hops in this case because a router may fragment the packet at
the network layer and send more packets than received. Note that the link
between two hops does not change the object.
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Description of Each Layer
After understanding the concept of logical communication, we are
ready to briefly discuss the duty of each layer

Physical Layer

We can say that the physical layer is responsible for carrying
individual bits in a frame across the link. Although the physical layer is
the lowest level in the TCPIIP protocol suite, the communication between
two devices at the physical layer is still alogical communication because
there is another, hidden layer, the transmission media, under the physical
layer. Two devices are connected by a transmission medium (cable or air).
We need to know that the transmission medium does not carry hits; it
carries electrical or optical signals. So the bitsreceived in aframe from the
data-link layer are transformed and sent through the transmission media,
but we can think that the logical unit between two physical layersin two
devicesisabit. There are several protocols that transform abit to asignal.

Data-link Layer

We have seen that an internet is made up of severa links (LANs
and WANS) connected by routers. There may be severa overlapping sets
of links that a datagram can travel from the host to the destination. The
routers are responsible for choosing the best links. However, when the
next link to travel is determined by the router, the data-link layer is
responsible for taking the datagram and moving it across the link. The link
can be a wired LAN with a link-layer switch, a wireless LAN, a wired
WAN, or awireless WAN. We can aso have different protocols used with
any link type. In each case, the data-link layer is responsible for moving
the packet through the link. TCP/IP does not define any specific protocol
for the datalink layer. It supports al. the standard and proprietary
protocols. Any protocol that can take the datagram and carry it through the
link suffices for the network layer. The data-link layer takes a datagram
and encapsulates it in a packet caled «frame. Each link-layer protocol
may provide a different service. Some link-layer protocols provide
complete error detection and correction, some provide only error
correction.

Network Layer

The network layer is responsible for creating a connection between
the source computer and the destination computer. The communication at
the network layer is host-to-host. However, since there can be severa
routers from the source to the destination, the routers in the path are
responsible for choosing the best route for each packet. We can say that
the network layer is responsible for host-to-host communication and
routing the packet through possible routes. Again, we may ask ourselves
why we need the network layer. We could have added the routing duty to
the transport layer and dropped this layer. One reason, as we said before,
is the separation of different tasks between different layers. The second
reason is that the routers do not need the application and transport layers.
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Transport Layer

The logical connection at the transport layer is also end-to-end.
The transport layer at the source host gets the message from the
application layer, encapsulates it in a transport layer packet (caled a
segment or a user datagram in different protocols) and sends it, through
the logical (imaginary) connection, to the transport layer at the destination
host. In other words, the transport layer is responsible for giving services
to the application layer: to get a message from an application program
running on the source host and deliver it to the corresponding application
program on the destination host. We may ask why we need an end-to-end
transport layer when we aready have an end-to-end application layer. The
reason is the separation of tasks and duties, which we discussed earlier.
The transport layer should be independent of the application layer. In
addition, we will see that we have more than one protocol in the transport
layer, which means that each application program can use the protocol that
best matches its requirement.

Application L ayer

The logical connection between the two application layers is end
to-end. The two application layers exchange messages between each other
as though there were a bridge between the two layers. However, we should
know that the communication is done through all the layers.
Communication at the application layer is between two processes (two
programs running at this layer). To communicate, a process sends a
request to the other process and receives a response. Process-to-process
communication is the duty of the application layer. The application layer
in the Internet includes many predefined protocols, but a user can aso
create apair of processes to be run at the two hosts.

2.3 THE OSI MODEL

Although, when speaking of the Internet, everyone talks about the
TCP/IP protocol suite, this suite is not the only suite of protocols defined.
Established in 1947, the International Organization for Standardization
(ISO) is a multinational body dedicated to worldwide agreement on
international standards. Almost three-fourths of the countries in the world
are represented in the 1SO. An I1SO standard that covers all aspects of
network communications is the Open Systems Interconnection (OSI)
model. It was first introduced in the late 1970s.

I SO isthe organization; OSl isthe model

The OSI model is a layered framework for the design of network
systems that alows communication between al types of computer
systems. It consists of seven separate but related layers, each of which
defines a part of the process of moving information across a network.
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Figure: The OSI model

The TCP/IP Reference Modd!:

The TCP/IP reference model was developed prior to OSI model.
The major design goals of this model were,

1. To connect multiple networks together so that they appear as a single
network.

2. To survive after partial subnet hardware failures.
3. To provide aflexible architecture.

Unlike OSI reference model, TCP/IP reference model has only 4 layers.
They are,

1. Host-to-Network Layer
2. Internet Layer

3. Transport Layer
4. Application Layer

Application Layer
Transport Layer
Internet Layer
Host-to-Network Layer

Figure: TCP/IP Reference model
Host-to-Network Layer

The TCP/IP reference model does not really say much about what
happens here, except to point out that the host has to connect to the
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network using some protocol so it can send IP packets to it. This protocol
is not defined and varies from host to host and network to network.

Internet Layer

This layer, called the internet layer, is the linchpin that holds the
whole architecture together. Its job is to permit hosts to inject packets into
any network and have they travel independently to the destination
(potentialy on a different network). They may even arrive in a different
order than they were sent, in which case it is the job of higher layers to
rearrange them, if in-order delivery is desired. Note that "internet” is used
here in a generic sense, even though this layer is present in the Internet.

The internet layer defines an officia packet format and protocol
called IP (Internet Protocol). The job of the internet layer is to deliver IP
packets where they are supposed to go. Packet routing is clearly the major
issue here, asis avoiding congestion. For these reasons, it is reasonable to
say that the TCP/IP internet layer is similar in functionality to the OSI
network layer.

The Transport L ayer

The layer above the internet layer in the TCP/IP mode is now
usually called the transport layer. It is designed to allow peer entities on
the source and destination hosts to carry on a conversation, just as in the
OSl transport layer. Two end-to-end transport protocols have been defined
here. The first one, TCP (Transmission Control Protocol), is a reliable
connection-oriented protocol that allows a byte stream originating on one
machine to be delivered without error-on any other machine in the
internet. It fragments the incoming byte stream into discrete messages and
passes each one on to the internet layer. At the destination, the receiving
TCP process reassembles the received messages into the output stream.
TCP aso handles flow control to make sure a fast sender cannot swamp a
slow receiver with more messages than it can handle.

0Sl Model TCP/IP Model

| Application Layer |

| Presentation Layer | e

| Session Layer |

| Transport Layer | | Transport Layer |

| Network Layer | | Internet Layer |

| Data Link Layer |

Network Access Layer

| Physical Layer |

Figure: OSI and TCP/IP Reference Model
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The second protocol in this layer, UDP (User Datagram Protocol),
is an unreliable, connectionless protocol for applications that do not want
TCP's sequencing or flow control and wish to provide their own. It is also
widely used for one-shot, client-server-type request reply queries and
applications in which prompt delivery is more important than accurate
delivery, such as transmitting speech or video. The relation of 1P, TCP,
and UDP is shown

Layer
(OS] names)

TELNET FTP SMTP DNS Application

Network

||| || FE
SATNET LAN
Networks { ARPANET \—‘ RADIO Data link

Figure: Protocol and networks in the TCP/IP model initially

Application layer:

The TCP/IP model does not have session or presentation layers.
On top of the transport layer is the application layer. It contains al the
higher-level protocols. The early ones included virtua terminal
(TELNET), file transfer (FTP), and electronic mail (SMTP), as shown in
the above figure. The virtual termina protocol allows a user on one
machine to log onto a distant machine and work there. The file transfer
protocol provides a way to move data efficiently from one machine to
another. Electronic mail was originally just akind of file transfer, but later
a specialized protocol (SMTP) was devel oped for it.

Many other protocols have been added to these over the years: the
Domain Name System (DNS) for mapping host names onto their network
addresses, NNTP, the protocol for moving USENET news articles around,
and HTTP, the protocol for fetching pages on the World Wide Web, and
many others.

Comparison of the OSI and TCP/IP Reference Models

The OSl and TCPF/IP reference models have much in common.
Both are based on the concept of a stack of independent protocols. Also,
the functionality of the layers is roughly similar. For example, in both
models the layers up through and including the transport layer are there to
provide an end-to-end, network-independent transport service to processes
wishing to communicate. These layers form the transport provider. Again
in both models, the layers above transport are application-oriented users of
the transport service.
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Despite these fundamental similarities, the two models aso have
many differences

Three concepts are central to the OSI model
1. Services.

2. Interfaces.

3. Protocols.

Probably the biggest contribution of the OSI modé is to make the
distinction between these three concepts explicit. Each layer performs
some services for the layer above it. The service definition tells what the
layer does, not how entities above it access it or how the layer works. It
defines the layer's semantics.

A layer's interface tells the processes above it how to access it. It
specifies what the parameters are and what results to expect. It, too, says
nothing about how the layer works inside. Finally, the peer protocols used
in alayer are the layer's own business. It can use any protocols it wants to,
as long as it gets the job done (i.e., provides the offered services). It can
also change them at will without affecting software in higher layers.

The TCP/IP model did not originally clearly distinguish between
service, interface, and protocol, athough people have tried to retrofit it
after the fact to make it more OSI-like. For example, the only real services
offered by the internet layer are SEND IP PACKET and RECEIVE IP
PACKET.

As a consequence, the protocols in the OSI model are better hidden
than in the TCP/IP model and can be replaced relatively easily as the
technology changes. Being able to make such changes is one of the main
purposes of having layered protocolsin thefirst place.

The OSI reference model was devised before the corresponding
protocols were invented. This ordering means that the model was not
biased toward one particular set of protocols, a fact that made it quite
general. The downside of this ordering is that the designers did not have
much experience with the subject and did not have a good idea of which
functionality to put in which layer.

Another difference is in the area of connectionless versus
connection-oriented communication. The OSI model supports both
connectionless and connection-oriented communication in the network
layer, but only connection-oriented communication in the transport layer,
where it counts (because the transport service is visible to the users). The
TCP/IP model has only one mode in the network layer (connectionless)
but supports both modes in the transport layer, giving the users a choice.
This choiceis especially important forsimple request-response protocols.
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Problems of the TCP/I P Reference M odel

First, the model does not clearly distinguish the concepts of
service, interface, and protocol. Good software engineering practice
requires differentiating between the specification and the implementation,
something that OSI does very carefully, and TCP/IP does not.
Consequently, the TCP/IP model is not much of a guide for designing new
networks using new technologies.

Second, the TCP/IP model is not at all general and is poorly suited
to describing any protocol stack other than TCP/IP. Trying to use the
TCP/IP model to describe Bluetooth, for example, is completely
impossible.

Third, the host-to-network layer is not really a layer at al in the
normal sense of the term as used in the context of layered protocols. It is
an interface (between the network and data link layers). The distinction
between an interface and a layer is crucial, and one should not be sloppy
about it.

Fourth, the TCP/IP model does not distinguish (or even mention)
the physical and data link layers. These are completely different. The
physical layer has to do with the transmission characteristics of copper
wire, fiber optics, and wireless communication. The datalink layer'sjob is
to delimit the start and end of frames and get them from one side to the
other with the desired degree of reliability. A proper model should include
both as separate layers. The TCP/IP model does not do this. Finaly,
although the IP and TCP protocols were carefully thought out and well
implemented, many of the other protocols were ad hoc, generaly
produced by a couple of graduate students hacking away until they got
tired. The protocol implementations were then distributed free, which
resulted in their becoming widely used, deeply entrenched, and thus hard
to replace. Some of them are a bit of an embarrassment now. The virtual
terminal protocol, TELNET, for example, was designed for a ten-character
per second mechanical Teletype terminal. It knows nothing of graphical
user interfaces and mice. Nevertheless, 25 years later, it is still in
widespread use.

Problems of the OSI M odel and Protocols:
Bad timing

Bad technology

Bad implementations

Bad politics

Bad Timing:

The time at which a standard is established is absolutely critical to
its success. David Clark of M.I.T. has a theory of standards that he calls
the apocal ypse of the two elephants, which isillustrated in Fig. Thisfigure
shows the amount of activity surrounding a new subject. When the subject
is first discovered, there is a burst of research activity in the form of
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discussions, papers, and meetings. After a while this activity subsides,
corporations discover the subject, and the bhillion-dollar wave of
investment hits. It is essential that the standards be written in the trough in
between the two "elephants.” If the standards are written too early, before
the research is finished, the subject may still be poorly understood; the
result is bad standards. If they are written too late, so many companies
may have adready made mgor investments in different ways of doing
things that the standards are effectively ignored. If the interval between the
two elephants is very short (because everyone isin a hurry to get started),
the people devel oping the standards may get crushed.

Billion dollar
Research investiment

l

1

-

Activity

Standarnds

T

Time -

Figure: The apocalypse of the two elephants

Bad Implementations:

Given the enormous complexity of the model and the protocols, it
will come as no surprise that the initial implementations were huge,
unwieldy, and slow. Everyone who tried them got burned. It did not take
long for people to associate "OSI" with "poor quality.” Although the
products improved in the course of time, the image stuck.

Bad Palitics:

On account of the initia implementation, many people, especially
in academia, thought of TCP/IP as part of UNIX, and UNIX in the 1980s
in academia was not unlike parenthood (then incorrectly caled
motherhood) and apple pie. OSI, on the other hand, was widely thought to
be the creature of the European telecommunication ministries, the
European Community, and later the U.S. Government. This belief was
only partly true, but the very idea of a bunch of government bureaucrats
trying to shove atechnically inferior standard down the throats of the poor
researchers and programmers down in the trenches actually developing
computer networks did not help much. Some people viewed this
development in the same light as IBM announcing in the 1960s that PL/I
was the language of the future, or DoD correcting this later by announcing
that it was actually Ada.

Bad Technology:

The second reason that OSI never caught on is that both the model
and the protocols are flawed. The choice of seven layers was more
political than technical, and two of the layers (session and presentation)
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are nearly empty, whereas two other ones (data link and network) are
overfull.

The OSI model, along with the associated service definitions and
protocols, is extraordinarily complex. When piled up, the printed standards
occupy a significant fraction of a meter of paper. They are also difficult to
implement and inefficient in operation. In addition to being
incomprehensible, another problem with OSI is that some functions, such
as addressing, flow control, and error control, reappear again and again in
each layer.

24 REVIEW QUESTIONS

1. What is prototype layering?

2. What are the principles of protocol layering?

3. Explain the TCP/IP Protocol in brief.

4. Explain the OSI Model in brief.

5. Differentiate between the OSI and TCP/IP referential model

2.5 SUMMARY

e The International Standards Organization created a model called the
Open Systems Interconnection, which alows diverse systems to
communicate.

e Theseven-layer OSI model provides guidelines for the devel opment of
universally compatible networking protocols.

e The physical, data link, and network layers are the network support
layers.

e The session, presentation, and application layers are the user support
layers.

e The transport layer links the network support layers and the user
support layers.

e The physical layer coordinates the functions required to transmit a bit
stream overa physical medium.

e The data link layer is responsible for delivering data units from one
station to the next without errors.

e The network layer is responsible for the source-to-destination delivery
of a packet across multiple network links.

e The transport layer is responsible for the process-to-process delivery
of the entire message.

e The session layer establishes, maintains, and synchronizes the
interactions between communicating devices.
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e The presentation layer ensures interoperability  between
communicating devices through transformation of data into a mutually
agreed upon format.

e Theapplication layer enables the users to access the network.

e TCP/IPisafivelayer hierarchical protocol suite developed before the
OSI model.

e The TCP/IP application layer is equivalent to the combined session,
presentation, and application layers of the OSI model.

e Four levels of addresses are used in an internet following the TCP/IP
protocols: physical(link) addresses, logical (IP) addresses, port
addresses, and specific addresses.

e The physical address, also known as the link address, is the address of
anode as defined by its LAN or WAN.

e TheIP address uniquely defines a host on the Internet.
e The port address identifies a process on a host.
e A specific addressis auser-friendly address.
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3

INTRODUCTION TO PHYSICAL LAYER

Unit Structure

3.0 Objectives

3.1 Dataand signals

3.2 Periodic analog signals
3.3 Digital Signal

3.4 Transmission Impairment
3.5 Datarate limits

3.6 Performance

3.7 Review questions

3.8 Summary

3.9 References

3.0 OBJECTIVES:

This chapter would make you understand the following concepts

What is data and single?

What is analog and digital data?

Concept of periodic and non-periodic single

Concept of Sine wave, Wavelength, Bandwidth

Digital Signals, hit rates, bit length

Concept of transmission impairment

Different causes of impairment

Datarate limits

Measuring the performance, Throughput, Latency and Queuing Time

3.1 DATA AND SIGNALS

One of the mgjor functions of the physical layer isto move data in
the form of electromagnetic signals across a transmission medium.
Whether you are collecting numerical statistics from another computer,
sending animated pictures from a design workstation, or causing a bell to
ring at a distant control center, you are working with the transmission of
data across network connections.

Generdly, the data usable to a person or application are not in a
form that can be transmitted over a network. For example, a photograph
must first be changed to a form that transmission media can accept.
Transmission mediawork by conducting energy along a physical path.
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Analog and Digital Data

Data can be analog or digital. The term analog data refers to
information that is continuous; digital data refers to information that has
discrete states. For example, an analog clock that has hour, minute, and
second hands gives information in a continuous form; the movements of
the hands are continuous. On the other hand, a digital clock that reports
the hours and the minutes will change suddenly from 9:02 to 9:03.

Analog data, such as the sounds made by a human voice, take on
continuous vaues. When someone speaks, an analog wave is created in
the air. This can be captured by a microphone and converted to an analog
signal or sampled and converted to adigital signal.

Digital data take on discrete values. For example, data are stored in
computer memory in the form of Os and 1s. They can be converted to a
digital signal or modulated into an analog signal for transmission across a
medium.

Analog and Digital Signals

Like the data they represent, signals can be either analog or digital.
An analog signa has infinitely many levels of intensity over a period of
time. As the wave moves from value A to value B, it passes through and
includes an infinite number of values aong its path. A digital signal, on
the other hand, can have only a limited number of defined values.
Although each value can be any number, it is often assimple as 1 and O.

The simplest way to show signalsis by plotting them on a pair of
perpendicular axes. The vertical axis represents the value or strength of a
signal. The horizontal axis represents time. Figure 3.1 illustrates an analog
signal and adigital signal. The curve representing the analog signal passes
through an infinite number of points. The vertical lines of the digita
signal, however, demonstrate the sudden jump that the signal makes from
value to value.

Value Value

il

A\
AR VARRVES

Time

a. Analog signal b. Digital signal

Figure: Comparison of analog and digital signals

Periodic and Non-periodic Signals
Both analog and digital signals can take one of two forms: periodic
or non-periodic (sometimes refer to as aperiodic, because the prefix ain
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Greek means "non"). A periodic signa completes a pattern within a
measurable time frame, called a period, and repeats that pattern over
subsequent identical periods. The completion of one full patterniscalled a
cycle. A non-periodic signal changes without exhibiting a pattern or cycle
that repeats over time. Both analog and digital signals can be periodic or
non-periodic. In data communications, we commonly use periodic analog
signals and non-periodic digital signals

3.2 PERIODIC ANALOG SIGNALS

Periodic analog signals can be classified as ssmple or composite. A
simple periodic analog signal, a sine wave, cannot be decomposed into
simpler signals. A composite periodic analog signa is composed of
multiple sine waves.

Sine Wave

The sine wave is the most fundamental form of a periodic analog
signal. When we visualize it as a Simple oscillating curve, its change over
the course of a cycle is smooth and consistent, a continuous, rolling flow.
Following Figure shows a sine wave. Each cycle consists of a single arc
above the time axis followed by asingle arc below it

Value

N LN
N O AN
Figure: A sinewave

A sine wave can be represented by three parameters. the peak
amplitude, the frequency, and the phase. These three parameters fully
describe asine wave.

Peak Amplitude

The peak amplitude of a signal is the absolute value of its highest
intensity, proportional to the energy it carries. For electric signals, peak
amplitude is normally measured in volts.

Period and Frequency

Period refers to the amount of time, in seconds, a signal needs to
complete 1 cycle. Frequency refers to the number of periodsin | s. Note
that period and frequency are just one characteristic defined in two ways.
Period is the inverse of frequency, and frequency is the inverse of period,
as the following formulas show.



Frequency and period are the inverse of each other.
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Figure: Two signalswith the same amplitude and phase, but different

frequencies

Period is formally expressed in seconds. Frequency is formally
expressed in Hertz (Hz), which is cycle per second. Units of period and

frequency are shownin Table

Unit Equivalent Unit Equivalent
Seconds (5) ls Hertz (Hz) 1Hz
Milliseconds (ms) 1035 Kilohertz (kHz) 10° Hz
Microseconds (Js) 10-6 s Megahertz (MHz) 10° Hz
Nanoseconds (ns) 1025 Gigahertz (GHz) 10° Hz
Picoseconds (ps) 10-12 5 Terahertz (THz) 102 17

Table: Unitsof period and frequency
Phase

The term phase describes the position of the waveform relative to
time O. If we think of the wave as something that can be shifted backward
or forward along the time axis, phase describes the amount of that shift. It

indicates the status of the first cycle.

Phase is measured in degrees or radians [360° is 2n rad; 1° is
2n/360 rad, and 1 rad is 360/(2n)]. A phase shift of 360° corresponds to a
shift of a complete period; a phase shift of 180° corresponds to a shift of
one-half of a period; and a phase shift of 90° corresponds to a shift of one-

quarter of aperiod
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Figure: Three sine waveswith the same amplitude and frequency, but
different phases

By thelooking at above Figure, we can say that

e A sinewave with aphase of 0° starts at time O with a zero amplitude.
The amplitude isincreasing.

e A sine wave with a phase of 90° starts at time O with a peak
amplitude. The amplitude is decreasing.

e A sine wave with a phase of 180° starts at time 0 with a zero
amplitude. The amplitude is decreasing

Another way to look at the phase isin terms of shift or offset. We
can say that

e A sinewave with aphase of 0° is not shifted.

e A sine wave with a phase of 90° is shifted to the left by 1/4 cycle.
However, note that the signal does not really exist before time O.

e A sinewave with a phase of 180° is shifted to the left by 1/2 cycle.
However, note that the signal does not really exist before time O.

Wavelength

Wavelength is another characteristic of asignal traveling through a
transmission medium. Wavelength binds the period or the frequency of a
simple sine wave to the propagation speed of the medium.
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While the frequency of a signal is independent of the medium, the
wavelength depends on both the frequency and the medium. Wavelength
is a property of any type of signal. In data communications, we often use
wavelength to describe the transmission of light in an optical fiber. The
wavelength is the distance asimple signal can travel in one period.

Wavelength can be calculated if oneis given the propagation speed
(the speed of light) and the period of the signal. However, since period and
frequency are related to each other, if we represent wavelength by A,

propagation speed by A (speed of light), and frequency by 1, we get
Wavelength =propagatJon speed x perJ.nd = Propagauon specd

Trequency

The propagation speed of electromagnetic signals depends on the
medium and on the frequency of the signal. For example, in a vacuum,
light is propagated with a speed of 3 x 10° mls. That speed is lower in air
and even lower in cable. The wavelength is normally measured in micro-
meters (microns) instead of meters.

Time and Frequency Domains

A sine wave is comprehensively defined by its amplitude,
frequency, and phase. We have been showing a sinewave by using what is
called a time-domain plot. The time-domain plot shows changes in signal
amplitude with respect to time (it is an amplitude-versus-time plot). Phase
isnot explicitly shown on atime-domain plot.

To show the relationship between amplitude and frequency, we can
use what is called a frequency-domain plot. A frequency-domain plot is
concerned with only the peak value and the frequency. Changes of
amplitude during one period are not shown.
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b. The same sine wave 1n the frequency domain (peak value: 5 V. frequency: 6 Hz)

Figure: Thetime-domain and frequency-domain plots of a sinewave

It is obvious that the frequency domain is easy to plot and conveys
the information that one can find in atime domain plot. The advantage of
the frequency domain is that we can immediately see the values of the
frequency and peak amplitude. A complete sine wave is represented by
one spike. The position of the spike shows the frequency; its height shows
the peak amplitude.

Composite Signals

So far, we have focused on simple sine waves. Simple sine waves
have many applications in daily life. We can send a single sine wave to
carry electric energy from one place to another. For example, the power
company sends a single sine wave with a frequency of 60 Hz to distribute
electric energy to houses and businesses. As another example, we can use
a single sine wave to send an alarm to a security center when a burglar
opens a door or window in the house. In the first case, the sine wave is
carrying energy; in the second, the sine wave isasignal of danger.

Bandwidth

The range of frequencies contained in a composite signal is its
bandwidth. The bandwidth is normally a difference between two numbers.
For example, if a composite signa contains frequencies between 1000 and
5000, its bandwidth is 5000 - 1000, or 4000.

Following figure shows the concept of bandwidth. The figure
depicts two composite signals, one periodic and the other non-periodic.
The bandwidth of the periodic signal contains all integer frequencies
between 1000 and 5000 (1000, 100 I, 1002, ...). The bandwidth of the non-
periodic signals has the same range, but the frequencies are continuous.
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Figure: The bandwidth of periodic and non-periodic composite
signals

3.3 DIGITAL SIGNALS

In addition to being represented by an analog signal, information
can aso be represented by a digital signal. For example, a 1 can be
encoded as a positive voltage and a 0 as zero voltage. A digital signa can
have more than two levels. In this case, we can send more than 1 bit for
each level. Following figure shows two signals, one with two levels and
the other with four.
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b. A digital signal with four levels

Figure: Two digital signals: onewith two signal levels and the other
with four signal levels

We send 1 bit per level in part of the figure and 2 bits per level in
part b of the figure. In genera, if asigna has L levels, each level needs
log2L bits.

Bit Rate

Most digital signals are non-periodic, and thus period and
frequency are not appropriate characteristics. Another term-bit rate
(instead of frequency)-is used to describe digital signals. The bit rate is the
number of bits sent in Is, expressed in bits per second (bps). Above figure
shows the bit rate for two signals.

Bit Length
We discussed the concept of the wavelength for an analog signal:
the distance one cycle occupies on the transmission medium. We can
define something similar for a digital signal: the bit length. The bit length
is the distance one bit occupies on the transmission medium.
Bit length = propagation speed x bit duration

Digital Signal asa Composite Analog Signal

Based on Fourier analysis, a digital signal is a composite analog
signal. The bandwidth is infinite, as you may have guessed. We can
intuitively corne up with this concept when we consider adigital signa. A
digital signal, in the time domain, comprises connected vertica and
horizontal line segments. A vertical line in the time domain means a
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frequency of infinity (sudden change in time); a horizontal line in the time
domain means a frequency of zero (no change in time). Going from a
frequency of zero to a frequency of infinity (and vice versa) implies all
frequencies in between are part of the domain.

Fourier analysis can be used to decompose a digital signal. If the
digital signal is periodic, which is rare in data communications, the
decomposed signal has a frequency domain representation with an infinite
bandwidth and discrete frequencies. If the digital signa is non-periodic,
the decomposed signal till has an infinite bandwidth, but the frequencies
are continuous. Following figure shows a periodic and a non-periodic
digital signal and their bandwidths.
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]
a. Time and frequency domains of periodic digital signal

| o

Time @ Erequency

b. Time and frequency domains of nonperiodic digital signal

Figure: Thetime and frequency domains of periodic and non-periodic
digital signals

Note that both bandwidths are infinite, but the periodic signal has
discrete frequencies while the non-periodic signal has continuous
frequencies.

34 TRANSMISSION IMPAIRMENT

Signals travel through transmission media, which are not perfect.
The imperfection causes signal impairment. This means that the signal at
the beginning of the medium is not the same as the signal at the end of the
medium. What is sent is not what is received. Three causes of impairment
are attenuation, distortion, and noise.

[mpairment
CAUses

Attenuation Distortion Naoise
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Figure: Causes of impairment

Attenuation

Attenuation means a loss of energy. When a signal, simple or
composite, travels through a medium, it loses some of its energy in
overcoming the resistance of the medium. That is why a wire carrying
electric signals gets warm, if not hot, after a while. Some of the electrical
energy in the signal is converted to heat. To compensate for this loss,
amplifiers are used to amplify the signal. Figure 3.26 shows the effect of
attenuation and amplification.

Onginal Attenuated Amplified

AA

I Amplifier
Point 1~ Iransmissionmedium  pgint 2 Point 3

Figure: Attenuation

Decibel

To show that asignal has lost or gained strength, engineers use the
unit of the decibel. The decibel (dB) measures the relative strengths of two
signals or one signa at two different points. Note that the decibel is
negative if asignal is attenuated and positive if asignal is amplified.

PZ
dB = ll}lagm IT
1

Variables Pl and P2 are the powers of a signa at points 1 and 2,
respectively. Note that some engineering books define the decibel in terms
of voltage instead of power. In this case, because power is proportiona to
the square of the voltage, the formulais dB = 20 log 10 (V2IV1). In this
text, we express dB in terms of power.

Distortion

Distortion means that the signa changes its form or shape.
Distortion can occur in a composite signal made of different frequencies.
Each signal component has its own propagation speed through a medium
and, therefore, its own delay in arriving at the final destination.
Differences in delay may create a difference in phase if the delay is not
exactly the same as the period duration. In other words, signal components
at the receiver have phases different from what they had at the sender. The
shape of the composite signal is therefore not the same. Following figure
shows the effect of distortion on acomposite signal.
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Figure: Distortion

Noise

Noise is another cause of impairment. Several types of noise, such
as thermal noise, induced noise, crosstalk, and impulse noise, may corrupt
the signal. Therma noise is the random motion of eectrons in a wire
which creates an extra signal not originaly sent by the transmitter.
Induced noise comes from sources such as motors and appliances. These
devices act as a sending antenna, and the transmission medium acts as the
receiving antenna. Crosstalk is the effect of one wire on the other. One
wire acts as a sending antenna and the other as the receiving antenna.
Impulse noise is a spike (a signal with high energy in a very short time)
that comes from power lines, lightning, and so on. Following figure shows
the effect of noiseon asignal.
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Figure: Noise

Signal-to-Noise Ratio (SNR)

Aswe will seelater, to find the theoretica bit rate limit, we need to
know the ratio of the signal power to the noise power. The signal-to-noise
ratio isdefined as

SNR= average signal power/average noise power
We need to consider the average signal power and the average
noise power because these may change with time. Following figure shows
theideaof SNR.
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Figure: Two cases of SNR: a high SNR and alow SNR

SNR is actually the ratio of what is wanted (signal) to what is not wanted
(noise). A high SNR means the signal is less corrupted by noise; a low
SNR means the signa is more corrupted by noise. Because SNR is the
ratio of two powers; it is often described in decibel units, SNRdB, defined
as

SNRg4g = 10loglo SNR

35 DATARATELIMITS

A very important consideration in data communications is how fast
we can send data, in bits per second over a channel. Data rate depends on
three factors:

1. The bandwidth available
2. Thelevel of the signals we use
3. The quality of the channel (the level of noise)

Two theoretical formulas were developed to calculate the data rate:
one by Nyquist for a noiseless channels another by Shannon for a noisy
channel.

Noiseless Channel: Nyquist Bit Rate

For a noiseless channel, the Nyquist bit rate formula defines the theoretical
maximum bit rate
BitRate = 2 x bandwidth x 1092 L

In this formula, bandwidth is the bandwidth of the channel, L isthe
number of signal levels used to represent data, and BitRate is the bit rate
in bits per second.

According to the formula, we might think that, given a specific
bandwidth, we can have any bit rate we want by increasing the number of
signallevels. Although the idea is theoretically correct, practically there
is a limit. When we increase the number of signa levels, we impose a
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burden on the receiver. If the number of levels in a signal is just 2, the
receiver can easily distinguish between a0 and a 1. If the level of asignal
is 64, the receiver must be very sophisticated to distinguish between 64
different levels. In other words, increasing the levels of a signal reduces
the reliability of the system.

Noisy Channel: Shannon Capacity
In reality, we cannot have a noiseless channel; the channd is
always noisy. In 1944, Claude Shannon introduced a formula, caled the
Shannon capacity, to determine the theoretical highest data rate for a noisy
channel:
Capacity =bandwidth X log2 (1 +SNR)

In this formula, bandwidth is the bandwidth of the channel, SNR is
the signal-to-noise ratio, and capacity is the capacity of the channel in bits
per second. Note that in the Shannon formula there is no indication of the
signal level, which means that no matter how many levels we have, we
cannot achieve a data rate higher than the capacity of the channel. In other
words, the formula defines a characteristic of the channel, not the method
of transmission.

3.6 PERFORMANCE

Up to now, we have discussed the tools of transmitting data
(signals) over a network and how the data behave. One important issue in
networking is the performance of the network-how good is it? We discuss
quality of service, an overall measurement of network performance.

Bandwidth

One characteristic that measures network performance is
bandwidth. However, the term can be used in two different contexts with
two different measuring values. bandwidth in hertz and bandwidth in bits
per second.

Bandwidth in Hertz

We have discussed this concept. Bandwidth in hertz is the range of
frequencies contained in a composite signa or the range of frequencies a
channel can pass. For example, we can say the bandwidth of a subscriber
telephonelineis 4 kHz.

Bandwidth in Bits per Seconds

The term bandwidth can aso refer to the number of bits per second
that a channel, a link, or even a network can transmit. For example, one
can say the bandwidth of a Fast Ethernet network (or the links in this
network) is a maximum of 100 Mbps. This means that this network can
send 100 Mbps

Relationship
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There is an explicit relationship between the bandwidth in hertz
and bandwidth in bits per seconds. Basically, an increase in bandwidth in
hertz means an increase in bandwidth in bits per second. The relationship
depends on whether we have base band transmission or transmission with
modul ation.

In networking, we use the term bandwidth in two contexts.
The first, bandwidth in hertz, refers to the range of frequenciesin a
composite signal or the range of frequencies that a channel can pass.

The second, bandwidth in bits per second, refersto the speed of bit
transmission in achannel or link.

Throughput

The throughput is a measure of how fast we can actually send data
through a network. Although, at first glance, bandwidth in bits per second
and throughput seem the same, they are different. A link may have a
bandwidth of B bps, but we can only send T bps through this link with T
aways less than B. In other words, the bandwidth is a potential
measurement of a link; the throughput is an actual measurement of how
fast we can send data. For example, we may have alink with a bandwidth
of 1 Mbps, but the devices connected to the end of the link may handle
only 200 kbps. This means that we cannot send more than 200 kbps
through this link.

Imagine a highway designed to transmit 1000 cars per minute from
one point to another. However, if there is congestion on the road, this
figure may be reduced to 100 cars per minute. The bandwidth is 1000 cars
per minute; the throughput is 100 cars per minute.

L atency (Delay)

The latency or delay defines how long it takes for an entire
message to completely arrive at the destination from the time the first bit
is sent out from the source. We can say that latency is made of four
components. propagation time, transmission time, queuing time and
processing delay.

Latency =propagation time +transmission time +queuing time +
processing delay
Propagation Time

Propagation time measures the time required for a bit to travel
from the source to the destination. The propagation time is calculated by
dividing the distance by the propagation speed.

Propagation time= Distance/Propagation speed
The propagation speed of electromagnetic signals depends on the
medium and on the frequency of the signal. For example, in a vacuum,
light is propagated with a speed of 3 x 10° mfs. It islower in air; it is much
lower in cable.
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Transmission time

In data communications we don't send just 1 bit, we send a
message. The first bit may take a time equal to the propagation time to
reach its destination; the last bit also may take the same amount of time.
However, there is a time between the first bit leaving the sender and the
last bit arriving at the receiver. The first bit leaves earlier and arrives
earlier; the last bit leaves later and arrives later. The time required for
transmission of a message depends on the size of the message and the
bandwidth of the channdl.

Transmission time= Message size/Bandwidth

Queuing Time

The third component in latency is the queuing time, the time
needed for each intermediate or end device to hold the message before it
can be processed. The queuing time is not a fixed factor; it changes with
the load imposed on the network. When there is heavy traffic on the
network, the queuing time increases. An intermediate device, such as a
router, queues the arrived messages and processes them one by one. If
there are many messages, each message will have to wait.

3.7 REVIEW QUESTIONS

1. Differentiate between anaog and digital signal
2. Explain periodic analog signals in brief
3. Explain the terms
a) Wavelength
b) Sine Wave
¢) Bandwidth
4. Explain Digital Signalswith suitable
5. What are the causes of impairment transmission?
6. Explain datarate limits with different factors
7. How performance is measured? Explain with suitable example

3.8 SUMMARY

e Datamust be transformed to electromagnetic signals to be transmitted.

e Data can be analog or digital. Analog data are continuous and take
continuous values. Digital data have discrete states and take discrete
values.

e Signals can be analog or digital. Analog signals can have an infinite
number of values in a range; digital, signals can have only a limited
number of values.

e In data communications, we commonly use periodic analog signals
and non-periodic digital signals.

e Frequency and period are the inverse of each other.
e Frequency isthe rate of change with respect to time.
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Phase describes the position of the waveform relative to time O.

A complete sine wave in the time domain can be represented by one
single spike in the frequency domain.

A single-frequency sine wave is not useful in data communications;
we need to send a composite signal, a signal made of many simple sine
waves.

According to Fourier analysis, any composite signal is a combination
of simple sine waves with different frequencies, amplitudes, and
phases.

The bandwidth of a composite signal is the difference between the
highest and the lowest frequencies contained in that signal.

A digital signa is a composite analog signa with an infinite
bandwidth.
Baseband transmission of a digital signal that preserves the shape of

the digital signal is possible only if we have a low-pass channel with
an infinite or very wide bandwidth.

If the available channel is a bandpass channel, we cannot send a digital
signal directly to the channel; we need to convert the digital signal to
an analog signal before transmission.

For a noisdless channel, the Nyquist bit rate formula defines the
theoretical maximum bit rate. For a noisy channel, we need to use the
Shannon capacity to find the maximum bit rate.

Attenuation, distortion, and noise can impair asignal.

Attenuation is the loss of a signal's energy due to the resistance of the
medium.

Distortion is the alteration of a signal due to the differing propagation
speeds of each of the frequencies that make up a signal.

Noise isthe externa energy that corruptsasignal.

The bandwidth-delay product defines the number of bits that can fill
the link.
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40 OBJECTIVES

This chapter would make you understand the following concepts
What is the need to conversion of datain different form?
How the datais converted from one form to another form
What are the different ways to convert it?

What are the different transmission modes

What are the ways of digital to analog conversion?

And conversion of analog to analog.

41 DIGITAL-TO-DIGITAL CONVERSION

As we have discussed in the previous topics data can be either
digital or analog. We aso saw that signals that represent data can also be
digital or analog. In this section, we see how we can represent digital data
by using digital signals.

The conversion involves three techniques: line coding, block
coding, and scrambling. Line coding is aways needed block coding and
scrambling mayor may not be needed.

4.1.1LineCoding

Line coding is the process of converting digital data to digita
signals. We assume that data, in the form of text, numbers, graphical
images, audio, or video, are stored in computer memory as sequences of
bits Line coding converts a sequence of bits to a digital signal. At the
sender, digital data are encoded into a digital signal; at the receiver, the
digital data are recreated by decoding the digital signal. Following figure
shows the process.
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Figure: Line coding and decoding

Characteristics

Before discussing different line coding schemes, we address their
common characteristics Signal Element Versus Data Element Let us
distinguish between a data element and a signa element. In data
communications, our goal is to send data elements. A data element is the
smallest entity that can represent a piece of information: this is the bit. In
digital data communications, a signa element carries data elements. A
signal element is the shortest unit (time wise) of a digital signal. In other
words, data elements are what we need to send; signal elements are what
we can send. Data elements are being carried; signal elements are the
carriers.

We define aratio r which is the number of data elements carried
by each signal element. Following figure shows severa situations with
different values of r.

I data element I data element
0 0
| signal %l
element 2 signal
elements
a. One data element per one signal b. One data elemleﬂt per two signal
element (r=1) elements (V' = 3
2 data elements 4 data elements
11 I 0 1l 1101
I signal 3 signal
element elements
c. Two data elements per one signal d. Four data elements per three signal
element (r=2) elements (f" =4

3
Figure: Signal element versus data e ement

In part a of the figure, one data element is carried by one signal
element (r = 1). In part b of the figure, we need two signal elements (two
transitions) to carry each data element (r = ¥2). We will see later that the
extra signal element is needed to guarantee synchronization. In part ¢ of
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the figure, a signa element carries two data elements (r = 2). Finaly, in
part d, a group of 4 bits is being carried by a group of three signal
elements (r = 4/3). For every line coding scheme we discuss, we will give
thevaueof r.

An analogy may help here. Suppose each data element IS a person
who needs to be carried from one place to another. We can think of a
signal element as a vehicle that can carry people. When r = 1, it means
each person is driving a vehicle. When r > 1, it means more than one
person istravelling in avehicle (a carpool, for example). We can also have
the case where one person is driving acar and atrailer (r = %%).

Data Rate Versus Signal Rate The data rate defines the number of
data elements (bits) sent in Is. The unit is bits per second (bps). The signal
rate is the number of signal elements sent in Is. The unit is the baud. There
are several common terminologies used in the literature. The data rate is
sometimes called the bit rate; the signal rate is sometimes called the pulse
rate, the modulation rate, or the baud rate.

One goal in data communications is to increase the data rate while
decreasing the signal rate. Increasing the data rate increases the speed of
transmission; decreasing the signa rate decreases the bandwidth
requirement. In our vehicle-people analogy, we need to carry more people
in fewer vehicles to prevent traffic jams. We have a limited bandwidth in
our transportation system.

We now need to consider the relationship between data rate and
signal rate (bit rate and baud rate). This relationship, of course, depends on
the value of r. It also depends on the data pattern. If we have a data pattern
of al 1s or al Os, the signa rate may be different from a data pattern of
aternating Os and Is. To derive aformula for the relationship, we need to
define three cases: the worst, best, and average. The worst case is when we
need the maximum signa rate; the best case is when we need the
minimum. In data communications, we are usualy interested in the
average case. We can formulate the relationship between data rate and
signal rate as

S=cxNx?1  baud
g

where N isthe data rate (bps); c is the case factor, which varies for each
case; Sisthe number of signal elements; and r is the previously defined
factor.

Bandwidth

The digital signa that carries information is non periodic. We aso
showed that the bandwidth of a non periodic signal is continuous with an
infinite range. However, most digital signals we encounter in real life have
a bandwidth with finite values. In other words, the bandwidth is
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theoretically infinite, but many of the components have such small
amplitude that they can be ignored. The effective bandwidth isfinite.

Baseline Wandering

In decoding a digital signal, the recelver calculates a running
average of the received signal power. This average is called the baseline.
The incoming signal power is evaluated against this baseline to determine
the value of the data element. A long string of Os or 1s can cause adrift in
the baseline (baseline wandering) and make it difficult for the receiver to
decode correctly. A good line coding scheme needs to prevent baseline
wandering.

DC Components

When the voltage level in a digital signal is constant for a while,
the spectrum creates very low frequencies (results of Fourier analysis).
These frequencies around zero, called DC (direct-current) components,
present problems for a system that cannot pass low frequencies or a
system that uses electrical coupling (via a transformer). For example, a
telephone line cannot pass frequencies below 200 Hz. Also along-distance
link may use one or more transformers to isolate different parts of the line
eectrically. For these systems, we need a scheme with no DC component.

Self-synchronization

To correctly interpret the signals received from the sender, the
receiver's bit intervals must correspond exactly to the sender's bit intervals.
If the receiver clock is faster or slower, the bit intervals are not matched
and the receiver might misinterpret the signals. Following figure shows a
situation in which the receiver has a shorter bit duration. The sender sends
10110001, while the receiver receives 110111000011.

Time

a.Sent

o1

Time

b. Received

Figure: Effect of lack of synchronization
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Built-in Error Detection

It is desirable to have a built-in error-detecting capability in the
generated code to detect some of or al the errors that occurred during
transmission. Some encoding schemes that we will discuss have this
capability to some extent.

I mmunity to Noise and I nterference

Another desirable code characteristic is a code that is immune to
noise and other interferences. Some encoding schemes that we will discuss
have this capability.

Complexity

A complex scheme is more costly to implement than a simple one.
For example, a scheme that uses four signal levels is more difficult to
interpret than one that uses only two levels.

4.1.2 Line Coding Schemes
We can roughly divide line coding schemes into five broad
categories, as shown in following figure.

Unipolar --MNRZ

NRZ, R¥, and biphase (Manchester.

Nglar and differential Manchester)

Line coding Bipolar — — AMI and pseundoternary
L g
[
Eam— Multilevel — — 2B/1Q. 8B/6T, and 4U-PAMS
L—— Multitransition —'— MLT-3

Figure: Line coding schemes

There are several schemesin each category as
In a unipolar scheme, al the signal levels are on one side of the
time axis, either above or below.

NRZ (Non-Return-to-Zero) traditionally, a unipolar scheme was
designed as a non-return-to-zero (NRZ) scheme in which the positive
voltage defines bit | and the zero voltage defines bit O. It is called NRZ
because the signal does not return to zero at the middle of the bit.
Following figure show a unipolar NRZ scheme.
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Figure: Unipolar NRZ scheme
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Compared with its polar counterpart (see the next section), this
scheme is very costly. As we will see shortly, the normalized power
(power needed to send 1 bit per unit line resistance) is double that for
polar NRZ. For this reason, this scheme is normally not used in data
communications today.

Polar Schemes

In polar schemes, the voltages are on the both sides of the time
axis. For example, the voltage level for O can be positive and the voltage
level for | can be negative.

Non-Return-to-Zero (NRZ) In polar NRZ encoding, we use two
levels of voltage amplitude. We can have two versions of polar NRZ:
NRZ-Land NRZ-I, as shown in following figure. The figure also shows
the value of r, the average baud rate, and the bandwidth. In the first
variation, NRZ-L (NRZ-Level), the level of the voltage determines the
value of the bit. In the second variation, NRZ-1 (NRZ-Invert), the change
or lack of changein thelevel of the voltage determines the value of the bit.
If thereis no change, the bit isO; if there is achange, the bit is 1.

a1l ¢ 1 -1 0 r=1 Save = N2
| |
|
NRZ-L J } ; | ; =
- ! s Time
I I ] 1 |
1 I |""-‘¢"_\
NEZ-1 L : - -
et | Time
0 No inversion: Nextbitis 0 » Inversion: Next bitis 1

Figure: Polar NRZ-L and NRZ-I schemes

In NRZ-L the level of the voltage determines the value of the bit.
In NRZ-I the inversion or the lack of inversion determines the value of the
bit.

When we compare these two schemes based on the criteria

> Although baseline wandering is a problem for both variations, it is
twice as severe in NRZ-L. If there is a long sequence of Os or 1sin
NRZ-L, the average signal power becomes skewed. The recever
might have difficulty discerning the bit value. In NRZ-I this problem
occurs only for a long sequence of as, If somehow we can eliminate
the long sequence of as, we can avoid baseline wandering.

» Another problem with NRZ-L occurs when there is a sudden change of
polarity in the system. NRZ-1 does not have this problem.

Note Both schemes have an average signa rate of N/2 Bd, NRZ-L and
NRZ-1 both have aDC component problem.
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Returnto Zero (R2)

The main problem with NRZ encoding occurs when the sender and
receiver clocks are not synchronized. The receiver does not know when
one bit has ended and the next bit is starting. One solution is the return-to-
zero (RZ) scheme, which uses three values: positive, negative, and zero. In
RZ, the signal changes not between bits but during the bit. In following
figure we see that the signal goes to 0 in the middle of each bit. It remains
there until the beginning of the next bit. The main disadvantage of RZ
encoding is that it requires two signal changes to encode a bit and
therefore occupies greater bandwidth. The same problem we mentioned, a
sudden change of polarity resulting in al as interpreted as 1s and all 1s
interpreted as as, still exist here, but there is no DC component problem.
Another problem is the complexity: RZ uses three levels of voltage, which
ismore complex to create and discern. As aresult of all these deficiencies,
the scheme is not used today. Instead, it has been replaced by the better-
performing Manchester and differential Manchester schemes

Figure: Polar RZ
scheme
Sy =N
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Biphase (Manchester and Differential Manchester)

The idea of RZ (transition at the middle of the bit) and the idea of
NRZ-L are combined into the Manchester scheme. In Manchester
encoding, the duration of the bit is divided into two halves. The voltage
remains at one level during the first half and moves to the other level in
the second haf. The transition at the middle of the bit provides
synchronization. Differential Manchester, on the other hand, combines the
ideas of RZ and NRZ-I. There is always a transition a the middle of the
bit, but the bit values are determined at the beginning of the bit. If the next
bit is O, there is a trangition; if the next bit is 1, there is none. Following
figure shows both Manchester and differential Manchester encoding.
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Figure: Polar biphase: Manchester and differential Manchester schemes

In Manchester and differential Manchester encoding, the transition
at the middle of the bit is used for synchronization.

The Manchester scheme overcomes several problems associated
with NRZ-L, and differential Manchester overcomes severa problems
associated with NRZ-1. First, there is no baseline wandering. There is no
DC component because each bit has a positive and negative voltage
contribution. The only drawback is the signal rate. The signal rate for
Manchester and differential Manchester is double that for NRZ. The
reason is that there is aways one transition at the middle of the bit and
maybe one transition at the end of each bit. Above figure shows both
Manchester and differential Manchester encoding schemes. Note that
Manchester and differential Manchester schemes are aso called biphase
schemes.

Bipolar Schemes

In bipolar encoding (sometimes called multilevel binary), there are
three voltage levels: positive, negative, and zero. The voltage level for one
data element is at zero, while the voltage level for the other element
alternates between positive and negative.

AMI and Pseudoternary

Following figure shows two variations of bipolar encoding: AMI
and pseudoternary. A common bipolar encoding scheme is called bipolar
alternate mark inversion (AMI). In the term alternate mark inversion, the
word mark comes from telegraphy and means 1. So AMI means alternate |
inversion. A neutral zero voltage represents binary O. Binary Is are
represented by alternating positive and negative voltages. A variation of
AMI encoding is called pseudoternary in which the 1 bit is encoded as a
zero voltage and the O bit is encoded as alternating positive and negative
voltages.

57



Pseudoternary
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Figure: Bipolar schemes: AMI and pseudoternary

The bipolar scheme was developed as an alternative to NRZ. The
bipolar scheme has the same signal rate as NRZ, but there is no DC
component. The NRZ scheme has most of its energy concentrated near
zero frequency, which makes it unsuitable for transmission over channels
with poor performance around this frequency. The concentration of the
energy in bipolar encoding is around frequency N12. Above figure shows
the typical energy concentration for a bipolar scheme.

One may ask why we do not have DC component in bipolar
encoding. We can answer this question by using the Fourier transform, but
we can aso think about it intuitively. If we have along sequence of 1s, the
voltage level aternates between positive and negative; it is not constant.
Therefore, there is no DC component. For a long sequence of Os, the
voltage remains constant, but its amplitude is zero, which is the same as
having no DC component. In other words, a sequence that creates a
constant zero voltage does not have a DC component.

AMI is commonly used for long-distance communication, but it
has a synchronization problem when a long sequence of Os is present in
the data.

Multilevel Schemes

Its goal is to increase the number of bits per baud by encoding a
pattern of m data elements into a pattern of n signal elements. Two types
of data elements (Os and 1s), which means that a group of m data elements
can produce a combination of 2m data patterns. We can have different
types of signa elements by allowing different signal levels. If we have L
different levels, then we can produce Ln combinations of signal patterns.
If 2m =Ln, then each data pattern is encoded into one signal pattern. If 2m
< Ln, data patterns occupy only a subset of signal patterns. The subset can
be carefully designed to prevent baseline wandering, to provide
synchronization, and to detect errors that occurred during data
transmission.

Data encoding is not possible if 2m > Ln because some of the data
patterns cannot be encoded.
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Multiline Transmission
NRZ-1 and differential Manchester are classified as differential
encoding but use two transition rules to encode binary data (no inversion,
inversion). If we have a signal with more than two levels, we can design a
differential encoding scheme with more than two transition rules. MLT-3
is one of them. The multiline transmission, three level (MLT-3) scheme
uses three levels (+v, 0, and - v) and three transition rules to move between
the levels.
> If thenext bit is 0, thereis no transition.
> If thenext bit is 1 and the current level isnot O, the next level isO.
» If the next bit is 1 and the cut Tent level is O, the next level is the
opposite of the last non zero level.

Oil.1101111011111
I | |

I
P
| bl ||
ov e, / — Nexthit: 0

-V h . \ L Next bit: 1

Mext bit: 1

a. Typical case

Mesxt bit: 1

-V
Last Last
non-zero non-zero

Nextbit: 0 level: +V  level: - V' Nexthbit: 0

c. Transition states

b. Worse case

Figure: Multi-transition: ML T-3 scheme

4.1.3 Block Coding

We need redundancy to ensure synchronization and to provide
some kind of inherent error detecting. Block coding can give us this
redundancy and improve the performance of line coding. In general, block
coding changes a block of m bits into a block of n bits, where n is larger
than m. Block coding is referred to as an mB/nB encoding technique.

The dlash in block encoding (for example, 4B/5B) distinguishes
block encoding from multilevel encoding (for example, 8B6T), which is
written without a slash. Block coding normally involves three steps.
division, substitution, and combination. In the division step, a sequence of
bits is divided into groups ofm bits. For example, in 4B/5B encoding, the
original bit sequence is divided into 4-bit groups. The heart of block
coding is the substitution step. In this step, we substitute an m-bit group
for an n-bit group. For example, in 4B/5B encoding we substitute a 4-bit
code for a 5-bit group. Finaly, the n-bit groups are combined together to
form a stream. The new stream has more bits than the original bits.
Following figure shows the procedure.
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Figure: Block coding concept

4.1.4 Scrambling

Biphase schemes that are suitable for dedicated links between
stations in a LAN are not suitable for long-distance communication
because of their wide bandwidth requirement. The combination of block
coding and NRZ line coding is not suitable for long-distance encoding
either, because of the DC component. Bipolar AMI encoding, on the other
hand, has a narrow bandwidth and does not create a DC component.
However, along sequence of Os upsets the synchronization. Ifwe can find
away to avoid a long sequence of Os in the original stream, we can use
bipolar AMI for long distances. We are looking for a technique that does
not increase the number of bits and does provide synchronization. We are
looking for a solution that substitutes long zero-level pulses with a
combination of other levels to provide synchronization. One solution is
called scrambling. We modify part of the AMI rule to include scrambling,
as shown in following figure. Note that scrambling, as opposed to block
coding, is done at the same time as encoding. The system needs to insert
the required pulses based on the defined scrambling rules. Two common
scrambling techniques are B8ZS and HDBS.

Sender Eeceiver
|

Modificd AMI
epcoding

encoding

Figure: AMI used with scrambling

R8ZS

Bipolar with S-zero substitution (BSZS) is commonly used in
North America. In this technique, eight consecutive zero-level voltages are
replaced by the sequence OOOVBOVB.
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The V in the sequence denotes violation; this is a nonzero voltage
that breaks an AMI rule of encoding (opposite polarity from the previous).
The B in the sequence denotes bipolm; which means a nonzero level
voltage in accordance with the AMI rule. There are two cases, as shown in
following figure.
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a. Previous level is positive. b. Previous level is negative.

Figure: Two cases of B8ZS scrambling technique

HDB3

High-density bipolar 3-zero (HDB3) is commonly used outside of
North America. In this technique, which is more conservative than B8ZS,
four consecutive zero-level voltages are replaced with a sequence of
OOOV or BOOV The reason for two different substitutions is to maintain
the even number of nonzero pulses after each substitution. The two rules
can be stated as follows

» If the number of nonzero pulses after the last substitution is odd,
the substitution pattern will be OOQV, which makes the total
number of nonzero pulses even.

» If the number of nonzero pulses after the last substitution is even,
the substitution pattern will be BOOV, which makes the tota
number of nonzero pulses even.

Following figure shows the example of HDB3
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Figure: Different situationsin HDB3 scrambling technique
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4.2 ANALOG-TO-DIGITAL CONVERSION

Sometimes, we have an analog signal such as one created by a
microphone or camera. We have seen in previous chapter that a digital
signal is superior to an analog signal. The tendency today is to change an
analog signa to digital data. For conversion two techniques are used,
pulse code modulation and delta modulation. After the digital data are
created (digitization), we can use one of the techniques described of line
coding to convert the digital datato adigital signal.

4.2.1 Pulse Code M odulation (PCM)

To convert anadog wave into digita data we use Pulse Code
Modulation. Pulse Code Modulation is one of the most commonly used
method to convert analog data into digital form. It involves three steps:
Sampling, Quantization and Encoding.

Quantized signal

pelM encoder

V\_,/ Hﬂmpliﬂgi — ’Qwﬂizmg r Encoding g' -*"[ ILverl Hml
Digital data

Analog signal
L_UJ .

PAM signal
Figure Components of PCM encoder

Stepsinvolved are

1. Theanalog signal is sampled.

2. The sampled signal is quantized.

3. The quantized values are encoded as streams of bits.

Sampling

The sampling process is sometimes referred to as pulse amplitude
modulation (PAM). But, that result is still an analog signal with non
integral values.

» Thefirst step in PCM is sampling.

» The analog signal is sampled every Ts s, where Ts is the sample
interval or period. The inverse of the sampling interval is called the
sampling rate or sampling frequency.

» There are three sampling methods: Ideal, Natural, Flat-top

In ideal sampling, pulses from the analog signal are sampled. This
isan ideal sampling method and cannot be easily implemented.
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In natural sampling, a high-speed switch is turned on for only the
small period of time when the sampling occurs. The result is a sequence of
samples that retains the shape of the analog signal.

The most common sampling method, called sample and hold,
however, creates flat-top samples by using a circuit.

Amplitude Ainglitde

\{/nnah}; signal , _\(/Aﬂﬁlogsigﬂal
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a. Ideal sampling b. Natural sampling

Amplitude

c. Flat-top sampling
Figure: Threedifferent sampling methods for PCM

Delta M odulation (DM)

PCM is a very complex technique. Other techniques have been
developed to reduce the complexity of PCM. The simplest is delta
modulation. PCM finds the value of the signal amplitude for each sample;
DM finds the change from the previous sample. Following figure shows
the process. Note that there are no code words here; bits are sent one after
another.

Amplitude

_.Jr}.._

Gencrated :
bmary data| 0 1 0 0 o0 0 0 O Ll ime

Figure: The process of delta modulation

Modulator

The modulator is used at the sender site to create a stream of bits
from an analog signal. The process records the small positive or negative
changes, called delta 6. If the deltais positive, the process records a l; if it
IS negative, the process records a O. However, the process needs a base
against which the analog signal is compared. The modulator builds a
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second signal that resembles a staircase. Finding the change is then
reduced to comparing the input signal with the gradually made staircase
signal. Following figure shows a diagram of the process.

OM modulator

V—\\_‘f ;iﬂomgfa[@rm T » II=-__ 1100
Digital data
Delay Staircase
it maker

Figure: Delta modulation components

Analog signal

The modulator, at each sampling interval, compares the value of
the analog signal with the last value of the staircase signa. If the
amplitude of the analog signal is larger, the next bit in the digital datais 1;
otherwise, it is O. The output of the comparator, however, also makes the
staircase itself. If the next bit is I, the staircase maker moves the last point
of the staircase signal & up; it the next bit is O, it moves it 6 down. Note
that we need a delay unit to hold the staircase function for a period
between two comparisons.

Demodulator

The demodulator takes the digital data and, using the staircase
maker and the delay unit, creates the analog signal. The created analog
signal, however, needs to pass through a low-pass filter for smoothing.
Following figure shows the schematic diagram.

OM demodulator

= ] ‘
Digital data = |
Analog signal
Figure: Delta demodulation components
Adaptive DM

A better performance can be achieved if the value of 6 is not fixed.
In adaptive delta modulation, the value of & changes according to the
amplitude of the analog signal.

Quantization Error

It is obvious that DM is not perfect. Quantization error is aways
introduced in the process. The quantization error of DM, however, is much
less than that for PCM.



4.3 TRANSMISSION MODES

The transmission of data from one device to another is the wiring,
and of primary concern when we are considering the wiring is the data
stream. The transmission of binary data (O and 1) across a link can be
accomplished in either parallel or serial mode.

> Inparallel mode, multiple bits are sent with each clock tick.

» In serial mode, 1 hit is sent with each clock tick. While there is
only one way to send paralel data, there are three sub classes of
seriadl transmission:  asynchronous, synchronous, and
isochronous.

4.3.1 Parallel Transmission

Binary data, consisting of 1s and 0s, may be organized into groups
of n bits each. Computers produce and consume datain groups of bits. By
grouping, we can send data n bits at a time instead of 1. This is called
paralel transmission.

The 8 bits are sent together

b
_I i st 5
i - 1

Sender S Receiw
v

‘4\

We need eight lines

Figure: Parallel transmission

» The mechanism for parallel transmission isaconceptually simple one:
Use n wiresto send n bits at one time.

» That way each bit hasits own wire, and all n bits of one group can be
transmitted with each clock tick from one device to another.

» The advantage of parallel transmission is speed.

» That isparalé transmission can increase the transfer speed by afactor
of nover seria transmission.

But there is a significant disadvantage is cost: Parallel transmission
requires n communication lines (wires in the example) just to transmit the
data stream. Because this is expensive, paralel transmission is usualy
limited to short distances.

4.3.2 Serial Transmission

In seria transmission one bit follows another, so we need only one
communication channel rather than n to transmit data between two
communicating devices.
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In seria transmission one bit follows another, so we need only one
communication channel rather than n to transmit data between two
communicating devices.

The advantage of serial over parallel transmission is that with only
one communication channel, seria transmission reduces the cost of
transmission over parallel by roughly a factor of n. Since communication
within devices is paralel, conversion devices are required at the interface
between the sender and the line (parallel-to-serial) and between the line
and the recelver (serial-to paralld).

Serial transmission occurs in one of three ways. asynchronous,
synchronous, and isochronous.

Asynchronous

Asynchronous transmission is so named because the timing of a
signal is unimportant. Instead, information is received and translated by
agreed upon patterns. Patterns are based on grouping the bit stream into
bytes. Each group, usually 8 bits, is sent along the link as a unit. The
sending system handles each group independently, relaying it to the link
whenever ready, without regard to a timer. Without synchronization, the
receiver cannot use timing to predict when the next group will arrive. To
alert the receiver to the arrival of a new group, therefore, an extra bit is
added to the beginning of each byte. Thisbit, usually a0, is called the start
bit. To let the receiver know that the byte is finished, 1 or more additional
bits are appended to the end of the byte. These bits, usually 1s, are called
stop bits. The start and stop bits and the gap aert the receiver to the
beginning and end of each byte alow it to synchronize with the data
stream.

This mechanism is called asynchronous because, at the byte level,

the sender and receiver do not have to be synchronized. But within each
byte, the receiver must still be synchronized with the incoming bit stream.
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Figure: Asynchronous transmission

Synchronous Transmission

In synchronous transmission, the bit stream is combined into longer
"frames," which may contain multiple bytes. Each byte is introduced onto
the transmission link without a gap between it and the next one. It is left to
the receiver to separate the bit stream into bytes for decoding purposes.

Direction of flow

Frame Frame

~---tReceiver

Sender t11111011111110110 0777 J1r11o01111| |11l

Figure: Synchronous Transmission

In other words, data are transmitted as an unbroken string of 1s and
0Os, and the receiver separates that string into the bytes, or characters, it
needs to reconstruct the information.

» The advantage of synchronous transmission is speed.

» With no extra bits or gaps to introduce at the sending end and
remove at the recelving end, and, by extension, with fewer bits to
move across the link.

» Synchronous transmission is faster than asynchronous
transmission.

» For this reason, it is more useful for high-speed applications such
as the transmission of data from one computer to another.

» Byte synchronization is accomplished in the datalink layer.

» Although there is no gap between characters in synchronous serial
transmission, there may be uneven gaps between frames.

| sochronous

In real-time audio and video, in which uneven delays between
frames are not acceptable synchronous transmission fails. For example,
TV images are broadcast at the rate of 30 images per second; they must be
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viewed at the same rate. If each image is sent by using one or more
frames, there should be no delays between frames. For this type of
application, synchronization between characters is not enough; the entire
stream of bits must be synchronized. The isochronous transmission
guarantees that the data arrive at a fixed rate.

4.4 DIGITAL-TO-ANALOG CONVERSION

Digital-to-analog conversion is the process of changing one of the
characteristics of an analog signal based on the information in digital data.
Following figure shows the relationship between the digital information,
the digital-to-analog modulating process, and the r&eultant analog signal.
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‘:: Dngital data
‘ 11101 ... 1011
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Figure: Digital-to-analog conversion

The above figure shows the relationship between the digita
information, the digital-to-analog modulating process, and the resultant
analog signal.

We have discussed that sine wave is defined by three
characteristics: amplitude, frequency, and phase. When we vary anyone of
these characteristics, we create a different version of that wave. So, by
changing one characteristic of a simple electric signal, digital data is
represented. Any of the three characteristics can be altered in least three
mechanisms for modulating digital data into an analog signal: amplitude
shift keying (ASK), frequency shift keying (FSK), and phase shift keying
(PSK). In addition, there is a fourth (and better) mechanism that combines
changing both the amplitude and phase, called quadrature amplitude
modulation (QAM). QAM is the most efficient of these options and is the
mechanism commonly used today.

Digital-to-analog
CONVersion

Amplitude shift keying Freguency shift keying Phase shiil keying
(ASK) (FSK) (PSK)
I
[
; : |
e e o] Quadrature amplitude medulation s

(QAM)

Figure: Types of digital-to-analog conversion
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4.4.1 Aspects of Digital-to-Analog Conversion

Before we discuss specific methods of digital-to-analog
modulation, two basic issues must be reviewed: bit and baud rates and the
carrier signal.

i) Data Element vs Signal Element: we have discussed the data element
as the smallest piece of information to be exchanged, the bit and the signal
element are aso as the smallest unit of a signal that is constant. These
terms are only little difference in digital to analog conversion.

i) Data Rate vs Signal Rate (Bit rate vs Baud rate): Bit rate is the
number of bits transmitted during 1 sec. Baud rate refer to the number of
signal units per second that are required to represent those bits.
Relationship between these two are:

Baud Rate= Bit Rate/Number of Bits Per Signal Unit

In transportation, a baud is analogous to a vehicle, and a bit is
analogous to a passenger.

iii) Bandwidth: The required bandwidth for analog transmission of digital
data is proportional to the signal rate except for FSK, in which the
difference between the carrier signals needs to be added.

iv) Carrier Signal: In analog transmission, the sending device produces a
high frequency signal that acts as a base for the information signal. This
base signal is called the carrier signal or carrier frequency. The
receiving device is turned to the frequency of the carrier signal that it
expects from the sender. Digital information then changes the carrier
signa by modifying one or more of its characteristics (amplitude,
frequency, or phase). This kind of modification is called modulation
(shift keying).

4.4.2 Amplitude shift keying
In amplitude shift keying, the amplitude of the carrier signal is
varied to create signal elements. Both frequency and phase remain
constant while the amplitude changes.
» ASK isnormally implemented using only two levels.
» This is referred to as binary amplitude shift keying or on-off
keying (OOK). The peak amplitude of one signa level is O, the
other is the same as the amplitude of the carrier frequency.

Amplitude Bitrate: 5
0 1 Ll r=1 S=N B={l+d)S
AN — .
1 Time |.._i‘17_'_3"'_5"_,+
1 signal 1 signal | Isignal I signal Isignal | . o
element element element element element | - EEe
1s v {_I}
Baud rate: 5

69



Bandwidth for ASK: the bandwidth is proportiona to the signal rate
(baud rate). However, there is normally another factor involved, called d,
which depends on the modulation and filtering process. The value of d is
between 0 and 1.the relationship can be expressed as

B = (1 +d) X S(Npaud)
Where, B is the bandwidth, S/Npaq is the baud rate and d is the factor
related to the modulation process (with minimum value 0).

4.4.3 Frequency Shift Keying

In frequency shift keying, the frequency of the carrier signa is
varied to represent data. The frequency of the modulated signal is constant
for the duration of one signal element, but changes for the next signal
element if the data element changes. Both peak amplitude and phase
remain constant for all signal elements.
Binary FSK (BFSK)
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Bit rate: 5 r=1 S=N B={1+d)}5+2Af
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Figure: Binary frequency shift keying

Here binary FSK (or BFSK) isto consider two carrier frequencies.
In the above figure we have selected two carrier frequencies, f1 and 2.

» It isassumed for first carrier the data element is O for second data
elementis 1.

» However, note that this is an unredlistic example used only for
demonstration purposes.

» Normally the carrier frequencies are very high, and the difference
between them is very small.

Here the middle of one bandwidth is f1 and the middle of the other
is f2. Both fl and f2 are Af apart from the midpoint between the two
bands. The difference between the two frequencies is 2Af.

Bandwidth for BFSK

Carrier signals are only simple sine waves, but the modulation
creates a non periodic composite signal with continuous frequencies. For
FSK it can think as two ASK signals, each with its own carrier frequency
f2. If the difference between the two frequencies is 2Af, then the required
bandwidth is

B=(1+d)xS+2Af

Where, B is the bandwidth, Sis the baud rate and d is the factor related to
the modulation process (with minimum value 0) and 2Af is the frequency
difference.

70



4.4.4 Phase Shift Keying

In phase shift keying, the phase of the carrier is varied to represent
two or more different signal elements O and 1.Both peak amplitude and
frequency remain constant as the phase changes. The phase of the signa
during each bit duration is constant and its value depends on the bits (0
and 1). Today, PSK is more common than ASK or FSK. However QAM,
which combines ASK and PSK, is the dominant method of digital-to-
analog modulation.

Binary PSK (BPSK)

The simplest PSK is binary PSK, in which we have used only two
signal elements, one with a phase of 0°, and the other with a phase of
180°. Below figure shows a conceptual view of PSK and relationship of
phase to bit value.

Binary PSK is as simple as binary ASK with one big advantage-it
is less susceptible to noise.

Amplitude Bitrate: 3
0 1 1) r=1 S=N B={1+d)S
] [ |
] J 1 Bandwidih
: : Time ' A
Isignal  Isignal Iggnal  Isignal I signal | R
element element element element element : . ; _
] T L
s il A
Baud rate: 5
Bandwidth

The bandwidth for BFSK is the same as that for binary ASK, but
less than that for BFSK. Here no bandwidth is wasted for separating two
carrier signals.

o 1 (8]

l T e

|
{Carrier signal

¥ |
=
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! Modulated signal :
1 I
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Oscillator §

The implementation of BPSK is as simple as that for ASK. The
reason is that the signa element with phase 180° can be seen as the
complement of the signal element with phase 0°.This gives us a clue on
how to implement BPSK. Here it has been used same idea used for ASK
but with a polar NRZ signal instead of a uni polar NRZ signal. The polar
NRZ signal is multiplied by the carrier frequency, the 1 bit (positive
voltage) is represented by a phase starting at 0°, the a bit (negative
voltage) is represented by a phase starting at 180°.
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4.4.5 Quadrature Amplitude Modulation

Quadrature Amplitude Modulation is the idea of using two carriers,
one in-phase and the other quadrature, with different amplitude levels for
each carrier.

¢ L] . [ I ] . o . @
. e * L I
| e e
. @ . @
i [ ] ] . » . ®
a. 4-QAM b.4-QAM c.4 QAM d.16-QAM

Figure: Constellation diagrams for some QAMs

The possible variations of QAM are numerous. Below shows some
of these schemes where 4-QAM scheme (four different signal element
types) is a simplest one using a unipolar NRZ signal to modulate each
carrier. Thisisthe same mechanism used for ASK (OOK).

Similarly Part b shows another 4-QAM using polar NRZ, but this
is exactly the same as QPSK. Part ¢ shows another QAM-4 in which we
used a signa with two positive levels to modulate each of the two carriers.

Finally, figure shows a 16-QAM constellation of a signal with
eight levels, four positive and four negative.

Bandwidth for QAM

The minimum bandwidth required for QAM transmission is the
same as that required for ASK and PSK. transmission. QAM has the same
advantages as PSK over ASK.

4.5 ANALOG-TO-ANALOG CONVERSION

Anaog-to-analog conversion, or analog modulation, is the
representation of analog information by an analog signal. This modulation
is needed if the medium is band pass in nature or if only a band pass
channel isavailable to us. An exampleisradio. The government assigns a
narrow bandwidth to each radio station. The analog signa produced by
each station is alow-pass signal, all in the same range. To be ableto listen
to different stations, the low-pass signals need to be shifted, each to a
different range.

Analog-to-analog conversion can be accomplished in three ways:

amplitude modulation (AM), frequency modulation (FM), and phase
modulation (PM).
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Analog-le-analog
conversion

Amplitude modulation Frequency modulation Phase modulation

4.5.1 Amplitude M odulation

In AM transmission, the carrier signal is modulated so that its
amplitude varies with the changing amplitudes of the modulating (audio)
signal. The frequency and phase of the carrier remain the same, only the
amplitude changes to follow variations in the information. Where the
modulating signal is act as the envelope of the carrier.

AN N N

Carrier frequency
X

VVVVVVVVVY o

Modulated signal

Modulanng signal

AM is normally implemented by using a ssmple multiplier because
the amplitude of the carrier signal needs to be changed according to the
amplitude of the modulating signal (audio).

AM Bandwidth

The modulation creates a bandwidth that is twice the bandwidth of
the modulating signal and covers a range centered on the carrier
frequency. However, the signal components above and below the carrier
frequency carry exactly the same information. For this reason, some
implementations discard one-half of the signals and cut the bandwidth in
half.

The total bandwidth required for AM can be determined from the
bandwidth of the audio signal:
B/_\M :28m
Where, Bauw bandwidth of AM signal and B, is bandwidth of modulating
signal

4.5.2 Frequency Modulation

In FM transmission, the frequency of the carrier signal is
modulated to follow the changing voltage level (amplitude) of the
modulating signal. The peak amplitude and phase of the carrier signal
remain constant, but as the amplitude of the information signal changes,
the frequency of the carrier changes correspondingly.
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Figure: Frequency Modulation

The actua bandwidth is difficult to determine exactly, but it can be
shown empirically that it is several times that of the analog signal or 2(1 +
B)B where 3 is a factor depends on modulation technique with a common
value of 4. In some booksiit is given that:

FM Bandwidth

The total bandwidth required for FM can be determined from the
bandwidth of the audio signal as. Bgy =10xB,, Where, Bry is bandwidth
of FM signal and B, is the bandwidth of modulating signal.

4.5.3 Phase Modulation

In PM transmission, the phase of the carrier signal is modulated to
follow the changing voltage level (amplitude) of the modulating signal.
The peak amplitude and frequency of the carrier signal remain constant,
but as the amplitude of the information signal changes, the phase of the
carrier changes correspondingly.

It has been proved that PM is the same as FM with one difference.
In FM, the instantaneous change in the carrier frequency is proportional
to the amplitude of the modulating signal where as in PM the
instantaneous change in the carrier frequency is proportional to the
derivative of the amplitude of the modulating signal.

Amplitnde

Modulating signal (audio)

\ NeC WVWVWW
Carrier frequency T
opssis —— dldt |
Bey =201 + A8

PM signal

Time il

Figure: Phase modulation

As the above figure shows, PM is normally implemented by using
a voltage-controlled oscillator along with a derivative. The frequency of
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the oscillator changes according to the derivative of the input voltage
which is the amplitude of the modulating signal.

PM Bandwidth

The actual bandwidth is difficult to determine exactly, but it can be
shown empirically that it is several times that of the analog signal.
Although, the formula shows the same bandwidth for FM and PM, the
value of B islower in the case of PM (around 1 for narrowband and 3 for
wideband).

The total bandwidth required for PM can be determined from the
bandwidth and maximum amplitude of the modulating signal:
Bpm =2 (1+ B )B.

4.6 REVIEW QUESTIONS

What are the three techniques of digital-to-digital conversion?

Enlist different line coding schemes.

Explain block coding and giveits purpose.

Define scrambling and give its purpose.

Explain anaog transmission.

Explain digital-to-analog conversion.

Which of the four digital-to-analog conversion techniques (ASK, FSK,

PSK or QAM) is the most susceptible to noise? Why explain it?

Define constellation diagram and its role in analog transmission.

9. Explain anaog-to-analog conversion in brief.

10. Which of the three analog-to-analog conversion techniques (AM, FM,
or PM) is the most susceptible to noise? Why explain it?

11. Distinguish between

e Signal element and a data element.

e Datarate and signdl rate.
e Pardld and serid transmission

N o gk~ wbdhPRE

®©

4.7 SUMMARY

> Digital-to-digital conversion involves three techniques: line coding,
block coding, and scrambling.

» Line coding isthe process of converting digital datato adigital signal.

» We can roughly divide line coding schemes into five broad categories.
unipolar, polar, bipolar, multilevel, and multitransition.

» Block coding provides redundancy to ensure synchronization and
inherent error detection. Block coding is normally referred to as
mB/nB coding; it replaces each m-bit group with an n-bit group.
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Scrambling provides synchronization without increasing the number of
bits. Two common scrambling techniques are B8ZS and HDBS3.

The most common technique to change an analog signal to digital data
(digitization) is called pulse code modulation (PCM).

The first step in PCM is sampling. The analog signal is sampled every
Ts s, where Ts is the sample interval or period. The inverse of the
sampling interval is called the sampling rate or sampling frequency
and denoted by fs, where fs =IITs. There are three sampling methods-
ideal, natural, and flat-top.

According to the Nyquist theorem, to reproduce the origina analog
signal, one necessary condition is that the sampling rate be at least
twice the highest frequency in the original signal.

The simplest is delta modulation. PCM finds the value of the signal
amplitude for each sample; DM finds the change from the previous
sample.

While there is only one way to send paralel data, there are three
subclasses of seriad transmission: asynchronous, synchronous, and
isochronous.

In asynchronous transmission, we send 1 start bit (0) at the beginning
and 1 or more stop bits (1 s) at the end of each byte.

In synchronous transmission, we send bits one after another without
start or stop bits or gaps. It isthe responsibility of the receiver to group
the bits.

The isochronous mode provides synchronized for the entire stream of
bits must. In other words, it guarantees that the data arrive at a fixed
rate.

Digital-to-analog conversion is the process of changing one of the
characteristics

of an analog signal based on the information in the digital data.

Digital-to-analog conversion can be accomplished in severa ways:
amplitude shift keying (ASK), frequency shift keying (FSK), and
phase shift keying (PSK). Quadrature amplitude modulation (QAM)
combines ASK and PSK.

In amplitude shift keying, the amplitude of the carrier signal is varied
to create signa elements. Both frequency and phase remain constant
while the amplitude changes.

In frequency shift keying, the frequency of the carrier signal is varied
to represent data. The frequency of the modulated signal is constant for
the duration of one signal element, but changes for the next signa
element if the data element changes. Both peak amplitude and phase
remain constant for all signal elements.
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In phase shift keying, the phase of the carrier is varied to represent two
or more different signal elements. Both peak amplitude and frequency
remain constant as the phase changes.

A constellation diagram shows us the amplitude and phase of a signal
element, particularly when we are using two carriers (one in-phase and
one quadrature).

Quadrature amplitude modulation (QAM) is a combination of ASK
and PSK. QAM uses two carriers, one in-phase and the other
guadrature, with different amplitude levels for each carrier.

Anaog-to-analog conversion is the representation of anaog
information by an analog signal. Conversion is needed if the medium
is bandpass in nature or if only a bandpass bandwidth is available to
us.

Analog-to-analog conversion can be accomplished in three ways:
amplitude modulation (AM), frequency modulation (FM), and phase
modulation (PM).

In AM transmission, the carrier signa is modulated so that its
amplitude varies with the changing amplitudes of the modulating
signa. The frequency and phase of the carrier remain the same; only
the amplitude changes to follow variations in the information.

In PM transmission, the frequency of the carrier signal is modulated to
follow the changing voltage level (amplitude) of the modulating
signa. The peak amplitude and phase of the carrier signal remain
constant, but as the amplitude of the information signa changes, the
frequency of the carrier changes correspondingly.

In PM transmission, the phase of the carrier signal is modulated to
follow the changing voltage level (amplitude) of the modulating
signal. The peak amplitude and frequency of the carrier signal remain
constant, but as the amplitude of the information signa changes, the
phase of the carrier changes correspondingly.
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Summary
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5.00BJECTIVES:

This chapter would make you to understand the following

concepts:

Concept of Multiplexing.

Types of Multiplexing: Frequency — divison multiplexing,
Wavelength — division multiplexing and Time — division multiplexing.
Concept of Spread Spectrum.

Types of Spread Spectrum: Frequency Hoping Spread Spectrum
(FHSS) and Direct Sequence Spread Spectrum (DSSS).
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5.1 INTRODUCTION

In real life, we have links with limited bandwidths. The efficient
use of these bandwidths has been, and will be, one of the main challenges
of electronic communications. However, the meaning of efficient may
depend on the application. Sometimes we need to combine severa low-
bandwidth channels to make use of one channel with a larger bandwidth.
Sometimes we need to expand the bandwidth of a channel to achieve goals
such as privacy and anti jamming. In this chapter, we will explore these
two broad categories of bandwidth utilization: Multiplexing and
Spreading. In multiplexing, our goa is efficiency; we combine severa
channels into one. In spreading, our goas are privacy and anti-jamming;
we expand the bandwidth of a channel to insert redundancy, which is
necessary to achieve these goals.

5.2 MULTIPLEXING

Whenever the bandwidth of a medium linking two devices is
greater than the bandwidth needs of the devices, the link can be shared.
Multiplexing is the set of techniques that alows the simultaneous
transmission of multiple signals across a single data link. As data and
telecommunications use increases, so does traffic. We can accommodate
this increase by continuing to add individua links each time a new
channel is needed; or we can install higher-bandwidth links and use each
to carry multiple signals. Today's technology includes high-bandwidth
media such as optical fiber and terrestrial and satellite microwaves. Each
has a bandwidth far in excess of that needed for the average transmission
signal. If the bandwidth of alink is greater than the bandwidth needs of
the devices connected to it, the bandwidth is wasted. An efficient system
maximizes the utilization of al resources; bandwidth is one of the most
precious resources we have in data communications.

In a multiplexed system, ‘n’ lines share the bandwidth of one link.
Figure 5.1 shows the basic format of a multiplexed system. The lines on
the left direct their transmission streams to a multiplexer (MUX), which
combines them into a single stream (many-to-one). At the receiving end,
that stream is fed into a de-multiplexer (DEMUX), which separates the
stream back into its component transmissions (one-to-many) and directs
them to their corresponding lines. In the figure, the word link refers to the
physical path. The word channel refers to the portion of alink that carries
a transmission between a given pair of lines. One link can have many (n)
channels.
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I MUX: Multiplexer
DEMUX: Demultiplexer

n Input
lines

n Output
lines

xCc=
Y
XC=ZmOQ

1 link, nchannels

| N

Figure5.1: Dividing a link into channels

5.2.1 Typesof Multiplexing

There are three basic multiplexing techniques: Frequency-division
multiplexing, Wavelength-divison multiplexing, and Time-division
multiplexing. The first two are techniques designed for analog signals, the
third, for digital signals (see Figure 5.2).

Multiplexing
Frequency-division Wavelength-division Time-division
multiplexing multiplexing multiplexing
Analog Analog Digital

Figure5.2: Types of Multiplexing

5.2.2 Frequency-Division Multiplexing

Frequency-division multiplexing (FDM) is an analog technique
that can be applied when the bandwidth of alink (in hertz) is greater than
the combined bandwidths of the signals to be transmitted. In FDM, signals
generated by each sending device modulate different carrier frequencies.
These modulated signals are then combined into a single composite signal
that can be transported by the link. Carrier frequencies are separated by
sufficient bandwidth to accommodate the modulated signal. These
bandwidth ranges are the channels through which the various signals
travel. Channels can be separated by strips of unused bandwidth-guard
bands-to prevent signals from overlapping. In addition, carrier frequencies
must not interfere with the original data frequencies. Figure 5.3 gives a
conceptual view of FDM. In this figure, the transmission path is divided
into three parts, each representing a channel that carries one transmission.

\ /
h | 2
Channel 1
Input M ,\EA Output
lines U Channel 2 U lines
X Channel 3
- X —
/ \

Figure 5.3: Frequency Division Multiplexing (FDM)
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We consider FDM to be an analog multiplexing technique;
however, this does not mean that FDM cannot be used to combine sources
sending digital signals. In such case adigital signal can be first converted
to an analog signal before FDM is used to multiplex them.

Multiplexing Process

Figure 5.4 is a conceptua illustration of the multiplexing process. Each
source generates a signal of a similar frequency range. Inside the
multiplexer, these similar signals modulate different carrier frequencies
(f1, f2 and 3). The resulting modulated signals are then combined into a
single composite signal that is sent out over a media link that has enough
bandwidth to accommodate it.
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analog signals Carrier fy

Figure 5.4: FDM — Multiplexing process

De-multiplexing Process

The de-multiplexer uses a series of filters to decompose the
multiplexed signal into its constituent component signals. The individual
signals are then passed to a demodulator that separates them from their
carriers and passes them to the output lines. Figure 5.5 is a conceptual
illustration of de-multiplexing process.
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analog signals

Carrier fy

Figure5.5: FDM — De-multiplexing process
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Example 5.1:

Assume that a voice channel occupies a bandwidth of 4 kHz. We
need to combine three voice channels into a link with a bandwidth of 12
kHz, from 20 to 32 kHz. Show the configuration, using the frequency
domain. Assume there are no guard bands.

Solution:

We shift (modulate) each of the three voice channels to a different
bandwidth, as shown in Figure 5.6. We use the 20-kHz to 24-kHz
bandwidth for the first channel, the 24-kHz to 28-kHz bandwidth for the
second channel, and the 28-kHz to 32-kHz bandwidth for the third one.
Then we combine them as shown in Figure 5.6. At the receiver, each
channel receives the entire signal, using a filter to separate out its own
signal. The first channel uses a filter that passes frequencies between 20
and 24 kHz and filters out (discards) any other frequencies. The second
channel uses afilter that passes frequencies between 24 and 28 kHz, and
the third channel uses a filter that passes frequencies between 28 and 32
kHz. Each channel then shifts the frequency to start from zero.

Shift and combine

Modulator -.—

20 24 \

Modulator .— —_— _m

24 28 20 32

Modulator 4Q

28 32

Higher-bandwidth link

Bandpass
filter 20 24
Bandpass .
20 32 filter 24
Bandpass
filter

Filter and shift
Figure5.6: Example 5.1

Example 5.2:

Five channels, each with a 100-kHz bandwidth, are to be
multiplexed together. What is the minimum bandwidth of the link if there
is a need for a guard band of 10-kHz between the channels to prevent
interference?

Solution:
For five channels, we need at least four guard bands. This means
that the required bandwidthisat least 5x 100 + 4 x 10 = 540 kHz.
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Applications of FDM

A very common application of FDM is AM and FM radio
broadcasting. Radio uses the air as the transmission medium. A special
band from 530 to 1700 kHz is assigned to AM radio. All radio stations
need to share this band. Each AM station needs 10kHz of bandwidth. Each
station uses a different carrier frequency, which means it is shifting its
signa and multiplexing. The signal that goes to the air is a combination of
signals. A receiver receives all these signals, but filters (by tuning) only
the one which is desired. Without multiplexing, only one AM station
could broadcast to the common link, the air. However, we need to know
that there is physical multiplexer or de-multiplexer here.

The situation is similar in FM broadcasting. However, FM has a
wider band of 88to 108 MHz because each station needs a bandwidth of
200 kHz.

Another common use of FDM is in television broadcasting. Each
TV channel hasits own bandwidth of 6 MHz.

The first generation of cellular telephones (still in operation) also
uses FDM. Eachuser is assigned two 30-kHz channels, one for sending
voice and the other for receiving. The voice signal, which has a bandwidth
of 3 kHz (from 300 to 3300 Hz), is modulated by using FM. Remember
that an FM signal has a bandwidth 10 times that of the modulating signal,
which means each channel has 30 kHz (10 x 3) of bandwidth. Therefore,
each user is given, by the base station, a 60-kHz bandwidth in a range
available at the time of the call.

FDM Implementation

FDM can be implemented very easily. In many cases, such as radio and
television broadcasting, there is no need for a physical multiplexer or de-
multiplexer. Aslong as the stations agree to send their broadcasts to the air
using different carrier frequencies, multiplexing is achieved. In other
cases, such as the cellular telephone system, a base station needs to assign
a carrier frequency to the telephone user. There is not enough bandwidth
in acell to permanently assign a bandwidth range to every tel ephone user.
When a user hangs up, her or his bandwidth is assigned to another caller.

5.2.3 Wavelength-Division M ultiplexing

Wavelength-division multiplexing (WDM) is designed to use the
high-data-rate capability of fiber-optic cable. The optical fiber datarate is
higher than the data rate of metallic transmission cable. Using a fiber-optic
cable for one single line wastes the available bandwidth. Multiplexing
allows usto combine several linesinto one.

WDM is conceptually the same as FDM, except that the multiplexing and
de-multiplexing involve optical signals transmitted through fiber-optic
channels. The idea is the same: We are combining different signals of
different frequencies. The difference is that the frequencies are very high.
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Figure 5.7 gives a conceptual view of a WDM multiplexer and de-
multiplexer. Very narrow bands of light from different sources are
combined to make a wider band of light. At the receiver, the signals are
separated by the de-multiplexer.

A—AWDM NAN WDMA—A
2 Mo+ A+ A 2

Figure5.7: Wavelength Division Multiplexing

Although WDM technology is very complex, the basic ideais very simple.
We want to combine multiple light sources into one single light at the
multiplexer and do the reverse at the de-multiplexer. The combining and
splitting of light sources are easily handled by a prism. Recall from basic
physics that a prism bends a beam of light based on the angle of incidence
and the frequency. Using this technique, a multiplexer can be made to
combine severa input beams of light, each containing a narrow band of
frequencies, into one output beam of a wider band of frequencies. A de-
multiplexer can also be made to reverse the process. Figure 5.8 shows the
concept.

M ky
M +Ay+ 2

hy /: f Fiber-optic cable / : ? hy
)‘3

Multiplexer Demultiplexer 3

Figure 5.8: Prismsin Wavelength Division Multiplexing and De-
multiplexing

Applications of WDM

One application of WDM is the SONET (Synchronous Optical
Network) in which multiple optical fiber lines are multiplexed and de-
multiplexed. A new method, caled Dense WDM (DWDM), can multiplex
a very large number of channels by spacing channels very close to one
another. It achieves even greater efficiency.

5.2.4 Time-Division Multiplexing

Time-division multiplexing (TDM) is a digital process that allows
several connections to share the high bandwidth of a link. Instead of
sharing a portion of the bandwidth as in FDM, time is shared. Each
connection occupies a portion of time in the link. Figure 5.9 gives a
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conceptual view of TDM. Note that the same link is used asin FDM; here,
however, the link is shown sectioned by time rather than by frequency. In
the figure, portions of signals 1,2,3 and 4 occupy the link sequentially.

Data flow

/

Figure5.9: Time Division Multiplexing

Note that in Figure 5.9 we are concerned with only multiplexing,
not switching. This means that all the data in a message from source 1
always go to one specific destination, be it 1, 2, 3, or 4. The delivery is
fixed and unvarying, unlike switching.

We aso need to remember that TDM is, in principle, a digital
multiplexing technique. Digital data from different sources are combined
into one timeshared link. However, this does not mean that the sources
cannot produce analog data; analog data can be sampled, changed to
digital data, and then multiplexed by using TDM.

We can divide TDM into two different schemes: synchronous and
statistical. We first discuss synchronous TDM and then show how
statistical TDM differs.

5.2.4.1 Synchronous Time-Division Multiplexing
In synchronous TDM, each input connection has an allotment in
the output even if it is not sending data.

Time Slotsand Frames

In synchronous TDM, the data flow of each input connection is
divided into units, where each input occupies one input time slot. A unit
can be 1 bit, one character, or one block of data. Each input unit becomes
one output unit and occupies one output time slot. However, the duration
of an output time dot is n times shorter than the duration of an input time
dot. If an input time slot is Ts, the output time slot is Tins, where n is the
number of connections. In other words, a unit in the output connection has
a shorter duration; it travels faster. Figure 5.10 shows an example of
synchronous TDM wherenis 3.
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Figure 5.10: Synchronous TDM

In synchronous TDM, a round of data units from each input connection is
collected into aframe. If we have n connections, aframe is divided into n
time slots and one slot is allocated for each unit, one for each input line. If
the duration of the input unit is T, the duration of each slot is Tin and the
duration of each frameisT.

The data rate of the output link must be n times the data rate of a
connection to guarantee the flow of data. In Figure 5.10, the data rate of
the link is 3 times the data rate of a connection; likewise, the duration of a
unit on a connection is 3 times that of the time dlot (duration of a unit on
the link). In the figure we represent the data prior to multiplexing as 3
times the size of the data after multiplexing. Thisisjust to convey the idea
that each unit is 3 times longer in duration before multiplexing than after.

Time dlots are grouped into frames. A frame consists of one
complete cycle of time dots, with one slot dedicated to each sending
device. In a system with n input lines, each frame has n dots, with each
slot alocated to carrying data from a specific input line.

Example 5.3

In Figure 5.10, the data rate for each input connection is 3 kbps. If
1 bit at atime is multiplexed (a unit is 1 bit), what is the duration of (a)
each input sot, (b) each output slot, and (c) each frame?

Solution:
We can answer the questions as follows:

a) The data rate of each input connection is 1 kbps. This means that
the bit duration is /1000 s or 1 ms. The duration of the input time
dot is1 ms(same as bit duration).

b) The duration of each output time slot is one-third of the input time
dot. This means that the duration of the output time slot is 1/3 ms.

c) Each frame carries three output time slots. So the duration of a
frame is 3 x 1/3 ms, or 1 ms. The duration of a frame is the same
as the duration of an input unit.
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Example 5.4

Figure 5.11 shows synchronous TOM with a data stream for each
input and one data stream for the output. The unit of datais 1 bit. Find (a)
the input bit duration, (b) the output bit duration,(c) the output bit rate, and
(d) the output frame rate.

LN ] 1 1 1 1 1

1 Mbps

pps =20 © 0 © 0\ .. Gl B
I Mbps 21 0 1 0 1 UX >
I Mbps 2200 1 0 0

Figure5.11: Example 5.4

Solution:
We can answer the questions as follows:

a) Theinput bit duration isthe inverse of the bit rate: /1 Mbps=1
us.

b) The output bit duration is one-fourth of the input bit duration, or
1/4ps.

c) The output bit rate is the inverse of the output bit duration or 1/(4
ns), or 4 Mbps. This can aso be deduced from the fact that the
output rate is 4 times as fast as any input rate; so the output rate =4
X IMbps =4 Mbps.

d) The frame rate is dways the same as any input rate. So the frame
rate is 1,000,000 frames per second. Because we are sending 4 bits
in each frame, we can verify the result of the previous question by
multiplying the frame rate by the number of bits per frame.

Interleaving

TDM can be visualized as two fast-rotating switches, one on the
multiplexing side and the other on the de-multiplexing side. The switches
are synchronized and rotate at the same speed, but in opposite directions.
On the multiplexing side, as the switch opens in front of a connection, that
connection has the opportunity to send a unit onto the path. This processis
called interleaving. On the de-multiplexing side, as the switch opens in
front of a connection, that connection has the opportunity to receive a unit
from the path.

Figure 5.12 shows the interleaving process for the connection
shown in Figure 510.In this figure, we assume that no switching is
involved and that the data from the first connection at the multiplexer site
go to the first connection at the de-multiplexer.
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Figure5.12: Interleaving process

Example5.5:

Four channels are multiplexed using TDM. If each channel sends 100
bytes/s and we multiplex

1 byte per channel, show the frame traveling on the link, the size of the
frame, the duration of aframe, the frame rate, and the bit rate for the link.

Solution:

The multiplexer is shown in Figure 5.13. Each frame carries 1 byte
from each channel; the size of each frame, therefore, is 4 bytes, or 32 bits.
Because each channél is sending 100 bytes/s and a frame carries 1 byte
from each channel, the frame rate must be 100 frames per second. The
duration of a frame is therefore 1/100 s. The link is carrying 100 frames
per second, and since each frame contains 32 bits, the bit rate is 100 x 32,
or 3200 bps. Thisis actually 4 times the bit rate of each channel, which is
100 x 8 =800 bps.

_ Frame 4 bytes Frame 4 bytes
32 bits 32 bits
| | T M| --- (T e
MUX

I I 100 frames/s
3200 bps
| | R
Frame duration =700°

100 bytes/s

Figure5.13: Example 5.5
Empty Slots
Synchronous TDM is not as efficient as it could be. If a source
does not have data to send, the corresponding slot in the output frame is
empty. Figure 5.14 shows a case in which one of the input lines has no
datato send and one slot in another input line has discontinuous data.

D Bz I .|

MUX

Figure5.14: Empty Slots
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The first output frame has three dots filled, the second frame has
two dots filled, and the third frame has three slots filled. No frame is full.
We learn in the next section that statistical TDM can improve the
efficiency by removing the empty slots from the frame.

Data Rate Management

One problem with TDM is how to handle a disparity in the input
datarates. In all our discussion so far, we assumed that the data rates of all
input lines were the same. However, if data rates are not the same, three
strategies, or a combination of them, can be used. We call these three
strategies Multilevel multiplexing, Multiple-slot allocation, and Pulse
stuffing.

Multilevel Multiplexing

Multilevel multiplexing is a technique used when the data rate of
an input line is a multiple of others. For example, in Figure 5.15, we have
two inputs of 20 kbps and three inputs of 40 kbps. The first two input
lines can be multiplexed together to provide a data rate equal to the last
three. A second level of multiplexing can create an output of 160 kbps.

20 kbps —————— 40 kbps
20 kbps ———

40 kbps 160 kbps

40 kbps

40 kbps

Figure 5.15: Multilevel Multiplexing

Multiple-Slot Allocation

Sometimes it is more efficient to allot more than one slot in a
frame to a single input line. For example, we might have an input line that
has a data rate that is a multiple of another input. In Figure 5.16, the input
line with a 50-kbps data rate can be given two dlots in the output. We
insert a seria-to-paralel converter in the line to make two inputs out of

one.
25 kbps

50 kbps 25 kbps

25 kbps \

The input with a
25 kbps 50-kHz data rate has two
slots in each frame.
25 kbps —m8M8 ™

5.16: Multiple-slot Multiplexing

125 kbps

Pulse Stuffing
Sometimes the bit rates of sources are not multiple integers of each
other. Therefore, neither of the above two techniques can be applied. One
solution is to make the highest input data rate the dominant data rate and
then add dummy bits to the input lines with lower rates. This will increase
their rates. This technique is caled Pulse stuffing, bit padding, or bit
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stuffing. The ideais shown in Figure 5.17. The input with a data rate of 46
is pulse-stuffed to increase the rate to 50 kbps. Now multiplexing can take
place.

50 kbps
150 kbps
50 kbps
Pulse 50 kbps
46 kbps st

Figure5.17: Pulse Stuffing

Frame Synchronizing

The implementation of TDM is not as smple as that of FDM.
Synchronization between the multiplexer and de-multiplexer is a maor
issue. If the multiplexer and the de-multiplexer are not synchronized, a bit
belonging to one channel may be received by the wrong channel. For this
reason, one or more synchronization bits are usualy added to the
beginning of each frame. These bits, called framing bits, follow a pattern,
frame to frame, that allows the de-multiplexer to synchronize with the
incoming stream so that it can separate the time slots accurately. In most
cases, this synchronization information consists of 1 bit per frame,
alternating between 0 and 1, as shown in Figure 5.18.

Synchronization
patiern
Frame 3 Frame 2 Frame 1
T T T T T
C3:B3:A3 :BZ:AZ 1! A1

'mmm |(° (T .

Figure 5.18: Framing bits

Example 5.6:

We have four sources, each creating 250 characters per second. If
the interleaved unit is a character and 1 synchronizing bit is added to each
frame, find () the data rate of each source, (b) the duration of each
character in each source, (c) the frame rate, (d) the duration of each frame,
(e) the number of bitsin each frame, and (f) the data rate of the link.

Solution:
We can answer the questions as follows:
a) Thedatarate of each sourceis 250 x 8 = 2000 bps = 2 kbps.

b) Each source sends 250 characters per second; therefore, the
duration of a character is 1/250 s,0r4 ms.
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¢) Each frame has one character from each source, which means the
link needs to send250 frames per second to keep the transmission
rate of each source.

d) The duration of each frame is 1/250s, or 4 ms. Note that the
duration of each frame is the same as the duration of each character
coming from each source.

e) Each frame carries 4 characters and 1 extra synchronizing bit. This
means that each frameis4 x 8 + 1 =33 bits.

f) The link sends 250 frames per second, and each frame contains 33
bits. This means that the data rate of the link is 250 x 33, or 8250
bps. Note that the bit rate of the link is greater than the combined
bit rates of the four channels. If we add the bit rates of four
channels, we get8000 bps. Because 250 frames are traveling per
second and each contains 1 extra bit for synchronizing, we need to
add 250 to the sum to get 8250 bps.

TDM Implementation

Telephone companies implement TDM through a hierarchy of
digital signals, called digital signal (DS) service or digital hierarchy.
Figure 5.19 shows the data rates supported by each level.

DS-0 6.312 Mbps
— 4D5-1
T Ds-1 [
24 : D . 44.376 Mbps
: M — [T) DS-2 7 DS-2
M E——— 274,176 Mbps
— ¢ 6D5-3
D

i | & Ds-3
64 kbps — M —
P 1.544 Mbps . > T DS-4
24 DS-0 D
—_— —_

Figure5.19: Digital Hierarchy

e A DSOserviceisasingledigital channel of 64 kbps.

e DS-1isalb44-Mbps service; 1.544 Mbps is 24 times 64 kbps plus 8
kbps of overhead. It can be used as a single service for 1.544-Mbps
transmissions, or it can be used to multiplex 24 DS-0 channels or to
carry any other combination desired by the user that can fit within its
1.544-Mbps capacity.

e DS-2isa6.312-Mbps service;, 6.312 Mbps is 96 times 64 kbps plus
168 kbps of overhead. It can be used as a single service for 6.312-
Mbps transmissions; or it can be used to multiplex 4 DS-| channels, 96
DS-0 channels, or a combination of these service types.

e DS3is a44.376-Mbps service; 44.376 Mbps is 672 times 64 kbps
plus 1.368 Mbps of overhead. It can be used as a single service for
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44.376-Mbps transmissions; or it can be used to multiplex 7 DS-2
channdls, 28 DS-| channels, 672 DS-0 channels, or a combination of
these service types.

e DS4isa274.176-Mbps service; 274.176 is 4032 times 64 kbps plus
16.128 Mbps of overhead. It can be used to multiplex 6 DS-3
channels, 42 DS-2 channels, 168 DS-| channels, 4032 DS-0 channels,
or acombination of these service types.

Applications of Synchronous TDM

Some second-generation cellular telephone companies use
synchronous TDM. For example, the digital version of cellular telephony
divides the available bandwidth into3D-kHzbands. For each band, TDM is
applied so that six users can share the band. This means that each 3D-kHz
band is now made of six time dlots, and the digitized voice signals of the
users are inserted in the slots. Using TDM, the number of telephone users
in each areais now 6 times greater.

5.2.4.2 Statistical Time-Division Multiplexing

As we saw in synchronous TDM, each input has a reserved dlot in
the output frame. This can be inefficient if some input lines have no data
to send. In statistical time-divison multiplexing, sots are dynamically
allocated to improve bandwidth efficiency. Only when an input line has a
dlot’s worth of data to send is it given a dot in the output frame. In
statistical multiplexing, the number of slots in each frame is less than the
number of input lines. The multiplexer checks each input line in round
robin fashion; it alocates a dlot for an input line if the line has data to
send; otherwise, it skips the line and checks the next line.

Figure 5.20 shows a synchronous and a statistical TDM example. In the
former, some slots are empty because the corresponding line does not have
data to send. In the latter, however, no dlot is left empty as long as there
are datato be sent by any input line.

Line A
Line B |m E2[D2 Bz“_lH bij_[E1 M|
MUX =

Line C
Line D /

Line E

a. Synchronous TDM

Line A
CLC) | AEEERE: || A RAT
MUX >

LineC
Line D /

LineE —{_E2 }——]

b. Statistical TDM
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Figure5.20 TDM slot comparison
Addressing
Figure 520 aso shows a magor difference between dlots in
synchronous TDM and statistical TDM. An output slot in synchronous
TDM s totally occupied by data; in statistical TDM, a slot needs to carry
data as well as the address of the destination.

In synchronous TDM, there is no need for addressing;
synchronization and pre assigned relationships between the inputs and
outputs serve as an address. We know, for example, that input 1 always
goes to input 2. If the multiplexer and the de-multiplexer are
synchronized, this is guaranteed. In statistical multiplexing, there is no
fixed relationship between the inputs and outputs because there are no pre
assigned or reserved sots. We need to include the address of the receiver
inside each slot to show where it is to be delivered. The addressing in its
simplest form can be n bits to define N different output lines with n =
logoN. For example, for eight different output lines, we need a3-bit
address.

Slot Size

Since adot carries both data and an address in statistical TDM, the
ratio of the data Size to address size must be reasonable to make
transmission efficient. For example, it would be inefficient to send 1 bit
per slot as data when the address is 3 bits. This would mean an overhead
of 300 percent. In statistical TDM, a block of data is usually many bytes
while the addressisjust afew bytes.

No Synchronization Bit

There is another difference between synchronous and statistical
TDM, but thistimeit is at the frame level. The frames in statistical TDM
need not be synchronized, so we do not need synchronization bits.

Bandwidth

In statistical TDM, the capacity of the link is normally less than the
sum of the capacities of each channel. The designers of statistical TDM
define the capacity of the link based on the statistics of the load for each
channel. If on average only x percent of the input dots are filled, the
capacity of the link reflects this. Of course, during peak times, some slots
need to wait.

5.3 SPREAD SPECTRUM

Multiplexing combines signals from several sources to achieve
bandwidth efficiency; the available bandwidth of alink is divided between
the sources. In Spread Spectrum, we also combine signals from different
sources to fit into a larger bandwidth, but our goas are somewhat
different. Spread spectrum is designed to be used in wireless applications
(LANs and WANS). In these types of applications, we have some concerns
that outweigh bandwidth efficiency. In wireless applications, all stations
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use air (or a vacuum) as the medium for communication. Stations must be
able to share this medium without interception by an eavesdropper and
without being subject to jamming from amalicious intruder.

To achieve these goas, spread spectrum techniques add
redundancy; they spread the original spectrum needed for each station. If
the required bandwidth for each station is B, spread spectrum expands it to
Bsssuch that Bss> B. The expanded bandwidth allows the source to wrap
its message in a protective envelope for a more secure transmission.

An anaogy is the sending of a delicate, expensive gift. We can
insert the gift in a special box to prevent it from being damaged during
transportation, and we can use a superior delivery service to guarantee the
safety of the package. Figure 5.21 shows the idea of spread spectrum.
Spread spectrum achieves its goals through two principles:

1. The bandwidth alocated to each station needs to be, by far, larger
than what is needed. This allows redundancy.

2. The expanding of the origina bandwidth B to the bandwidth Bss
must be done by a process that is independent of the original
signal. In other words, the spreading process occurs after the signal

is created by the source.
B Bss
— —
Q o Spreading ( w -
” process "
Spreading

cade

Figure 5.21: Spread Spectrum

After the signadl is created by the source, the spreading process uses
a spreading code and spreads the bandwidth. The figure shows the original
bandwidth B and the spreaded bandwidth Bss. The spreading code is a
series of numbers that look random, but are actually a pattern.

5.3.1 Types of Spread Spectrum

There are two techniques to spread the bandwidth: frequency
hopping spread spectrum (FHSS) and direct sequence spread spectrum
(DSSS).

5.3.2 Frequency Hopping Spread Spectrum (FHSS)

The frequency hopping spread spectrum (FHSS) technique uses M
different carrier frequencies that are modulated by the source signal. At
one moment, the signal modulates one carrier frequency; a the next
moment, the signal modulates another carrier frequency. Although the
modulation is done using one carrier frequency at a time, M frequencies
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are used in the long run. The bandwidth occupied by a source after
spreading is Byrss> B.

Figure 5.22 shows the general layout for FHSS. A pseudorandom code
generator, caled Pseudorandom Noise (PN), creates a k-bit pattern for
every hopping period T. The frequency table uses the pattern to find the
frequency to be used for this hopping period and passes it to the frequency
synthesizer. The frequency synthesizer creates a carrier signa of that
frequency, and the source signal modulates the carrier signal.

Modulator

Original &\ Spread

signal \( signal

Frequency
synthesizer

f

Pseudorandom
code generator

Frequency table

Figure 5.22: Frequency Hopping Spread Spectrum (FHSS)

Suppose we have decided to have eight hopping frequencies. This is
extremely low for real applications and is just for illustration. In this case,
Mis8 and kis 3. The pseudorandom code generator will create eight
different 3-bit patterns. These are mapped to eight different frequenciesin
the frequency table (see Figure 5.23).

First-hop frequency

L

k-bit|| Frequency

000 ||~ 200 kHz
001 300 kHz
101 111 001 000 010 110 011 100 010 || 400 kHz

011 500 kHz
100 || 600 kHz
101 700 kHz
110 || 800 kHz
111 900 kHz

Frequency table

k-bit patterns

First selection

Figure 5.23: Frequency selection in FHSS

The pattern for this station is 101, 111, 001, 000, 010, all, 100.
Note that the pattern is pseudorandom it is repeated after eight hoppings.
This means that at hopping period 1, the pattern is 101. The frequency
selected is 700 kHz; the source signal modulates this carrier frequency.
The second k-bit pattern selected is 111, which selects the 900-kHz
carrier; the eighth pattern is 100, the frequency is 600 kHz. After eight
hoppings, the pattern repeats, starting from 101 again. Figure 5.24 shows
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how the signal hops around from carrier to carrier. We assume the
required bandwidth of the original signal is 100 kHz.

Carrier
frequencies
(kHz)

800 = [ ]
700 :| [ ]

o = =

400 = [ ]
oo =0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Hop

periods
Figure 5.24: FHSS Cycles

It can be shown that this scheme can accomplish the previously
mentioned goals. If there are many k-bit patterns and the hopping period is
short, a sender and receiver can have privacy. If an intruder tries to
intercept the transmitted signal, she can only access a small piece of data
because she does not know the spreading sequence to quickly adapt
herself to the next hop. The scheme has also an anti jamming effect. A
malicious sender may be able to send noise to jam the signa for one
hopping period (randomly), but not for the whole period.

Bandwidth Sharing

If the number of hopping frequencies is M, we can multiplex M
channels into one by using the same Bss bandwidth. This is possible
because a station uses just one frequency in each hopping period; M - 1
other frequencies can be used by other M -1 stations. In other words, M
different stations can use the same Bss if an appropriate modulation
technique such as multiple FSK (MFSK) isused. FHSS is similar to FDM,
as shown in Figure 5.25.

Figure 5.25 shows an example of four channels using FDM and four
channels using FHSS. In FDM, each station uses 11M of the bandwidth,
but the allocation is fixed; in FHSS, each station uses 11M of the
bandwidth, but the allocation changes hop to hop.

Frequency Frequency
3 A

Ti;"ne Ti’n_"ne
a. FDM b. FHSS
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Figure 5.25: Bandwidth sharing

5.3.3 Direct Sequence Spread Spectrum (DSSS)

The direct sequence spread spectrum (DSSS) technique aso
expands the bandwidth of the origina signal, but the process is different.
In DSSS, we replace each data bit with 11 bits using a spreading code. In
other words, each bit is assigned a code of 11 bits, called chips, where the
chip rate is 11 times that of the data bit. Figure 5.26 shows the concept of
DSSS.

Modulator

Original - . Spread

signal \?  signal

Chips generator

Figure 5.26: DSSS

As an example, let us consider the sequence used in a wireless
LAN, the famous Barker sequence where n is 11. We assume that the
original signa and the chips in the chip generator use polar NRZ
encoding. Figure 5.27 shows the chips and the result of multiplying the
origina data by the chips to get the spread signal.

In Figure 5.27, the spreading code is 11 chips having the pattern
10110111000 (in this case). If the original signal rate is N, the rate of the
spread signal is 11IN. This means that the required bandwidth for the
spread signal is 11 times larger than the bandwidth of the original signal.
The spread signal can provide privacy if the intruder does not know the
code. It can aso provide immunity against interference if each station uses
adifferent code.

A

Original N
signal w
1011011100070 10111000I10110111000:
Spreading ] ] 1
code | "
]
I I .
— I — P } pr— ]
Spread ] | 1
signal | ] o
O [ L O L
| |
I I

Figure5.27: DSSS Example
Bandwidth Sharing
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Can we share a bandwidth in DSSS as we did in FHSS? The
answer is no and yes. If we use a spreading code that spreads signals (from
different stations) that cannot be combined and separated, we cannot share
a bandwidth. For example, some wireless LANSs use DSSS and the spread
bandwidth cannot be shared. However, if we use a specia type of
sequence code that allows the combining and separating of spread signals,
we can share the bandwidth. A special spreading code allows us to use
DSSSin cellular telephony and share a bandwidth between several users.

5.4 SUMMARY

Bandwidth utilization is the use of available bandwidth to achieve
specific goals. Efficiency can be achieved by using multiplexing; privacy
and ant jamming can be achieved by using spreading.

e Multiplexing is the set of techniques that alows the simultaneous
transmission of multiple signals across a single data link. In a
multiplexed system, n lines share the bandwidth of one link. The word
link refers to the physical path. The word channel refers to the portion
of alink that carries a transmission. There are three basic multiplexing
techniques. frequency-division multiplexing, wavelength-division
multiplexing, and time-division multiplexing. The first two are
techniques designed for analog signals, the third, for digital signals.

e Frequency-divison multiplexing (FDM) is an analog technique that
can be applied when the bandwidth of alink (in hertz) is greater than
the combined bandwidths of the signals to be transmitted.

e Wavelength-division multiplexing (WDM) is designed to use the high
bandwidth capability of fiber-optic cable. WDM is an anaog
multiplexing technique to combine optical signals.

e Time-divison multiplexing (TDM) is a digital process that alows
several connections to share the high bandwidth of a link. TDM is a
digital multiplexing technique for combining several |ow-rate channels
into one high-rate one.

e We can divide TDM into two different schemes. synchronous or
statistical. In synchronous, each input connection has an allotment in
the output even if it is not sending data. In statistical TDM, dlots are
dynamically alocated to improve bandwidth efficiency.

e In Spread Spectrum (SS), we combine signals from different sources
to fit into a larger bandwidth. Spread spectrum is designed to be used
in wireless applications in which stations must be able to share the
medium without interception by an eavesdropper and without being
subject to jamming from a malicious intruder.

e The Frequency Hopping Spread Spectrum (FHSS) technique uses M
different carrier frequencies that are modulated by the source signal.
At one moment, the signal modulates one carrier frequency; at the next
moment, the signal modulates another carrier frequency.
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The Direct Sequence Spread Spectrum (DSSS) technique expands the
bandwidth of a signal by replacing each data bit with n bits using a
spreading code. In other words, each bit is assigned a code of n hits,
called chips.

5.5 REFERENCE FOR FURTHER READING

For more details about topics discussed in this chapter, we

recommend the following books.
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2. Basic Communication Theory byJ. E. Pearson, Prentice Hall, 1992.
3. Digital and Analog Communication Systemsby L.W. Couch, Prentice

Hall, 2001.

Digital Baseband and Transmission and Recordingby J. Bergman,
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Data and Computer Communicationsby W. Stallings, Prentice Hall,
2004.

5.6 MODEL QUESTIONS

Eal A -

o
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Describe the purpose of multiplexing.
What are the three main multiplexing techniques?
What is difference between alink and a channel in multiplexing?

Which of the three multiplexing techniques is common for fiber optic
links? Explain the reason.

Differentiate between multilevel TDM, multiple slot TDM, and pulse-
stuffed TDM.

Differentiate between synchronous and statistical TDM.

Define spread spectrum and its goal. List the two spread spectrum.
Define FHSS and explain how it achieves bandwidth spreading.
Define DSSS and explain how it achieves bandwidth spreading.

o
o
o
o
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6.3.3 Infrared
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6.4.2.2 Virtual — Circuit Switching
6.4.3 Message — Switching (M essage Switched Networks)
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6.6 Summary
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6.0 OBJECTIVES:

This chapter would make you to understand the following concepts:

What is Transmission Medium?

Types of Transmission media— Guided and Unguided.

Types of Guided transmission media.

Types of Unguided transmission media.

Concept of Switching.

Types of switching — Circuit switching, Packet switching and Message
switching.

e Structure of a Switch.
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6.1 INTRODUCTION

In this chapter, we are going to discuss transmission media
Transmission media are actually located below the physical layer and are
directly controlled by the physical layer. You could say that transmission
media belong to layer zero. Figure 6.1 shows the position of transmission
mediain relation to the physical layer.

Sender Receiver
Physical layer Physical layer
Transmission medium |
Cable or air

Figure6.1: Transmission Medium and Physical layer

A transmission medium can be broadly defined as anything (either
wire or air) that can carry information from a source to a destination. For
example, the transmission medium for two people having a dinner
conversation is the air. For a written message, the transmission medium
might be amail carrier, atruck, or an airplane. In data communications the
definition of the information and the transmission medium is more
specific. The transmission medium is usually free space, metallic cable, or
fiber-optic cable. The information is usually a signal that is the result of a
conversion of datafrom another form.

In telecommunications, transmission media can be divided into
two broad categories: guided and unguided. Guided media include
twisted-pair cable, coaxial cable, and fiber-optic cable. Unguided medium
is free space. Figure 6.2 shows this classification.

Transmission

media
[
| |
Guided Unguided
(wired) (wireless)
[ I
Twisted-pair Coaxial Fiber-optic Free e
cable cable cable ree spac

Figure 6.2: Classification of Transmission media

6.2 GUIDED MEDIA —WIRED

Guided media, which are those that provide a conduit from one
device to another, include twisted-pair cable, coaxial cable, and fiber-optic
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cable. A signal traveling aong any of these media is directed and
contained by the physical limits of the medium. Twisted-pair and coaxial
cable use metallic (copper) conductors that accept and transport signalsin
the form of electric current. Optical fiber is a cable that accepts and
transports signalsin the form of light.

6.2.1 Twisted — Pair Cable

A twisted pair consists of two conductors (normally copper), each
with its own plasticinsulation, twisted together, as shown in Figure 6.3.

Conductors

Figure 6.3: Twisted —pair cable

One of the wires is used to carry signals to the receiver, and the
other is used only as a ground reference. The receiver uses the difference
between the two. In addition to the signal sent by the sender on one of the
wires, interference (noise) and crosstalk may affect both wires and create
unwanted signals. If the two wires are paralel, the effect of these
unwanted signals is not the same in both wires because they are at
different locations relative to the noise or crosstalk sources (e.g., one is
closer and the other is farther). Thisresults in a difference at the receiver.
By twisting the pairs, a balance is maintained. For example, suppose in
one twist, one wire is closer to the noise source and the other is farther; in
the next twist, the reverse is true. Twisting makes it probable that both
wires are equally affected by external influences (noise or crosstalk). This
means that the receiver, which calculates the difference between the two,
receives no unwanted signals. The unwanted signals are mostly canceled
out. Following Figure 6.4 shows how twisting of wires reduces the
crosstalk and outside interference. From the above discussion, it is clear
that the number of twists per unit of length (e.g., inch) has some effect on
the quality of the cable.
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Figure 6.4: Twisting of wiresreducesthe crosstalk and outside
interference
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Unshielded Vs Shielded Twisted-Pair Cable

The most common twisted-pair cable used in communications is

referred to as Unshielded Twisted-pair (UTP). IBM has aso produced a
version of twisted-pair cable for its use caled Shielded Twisted-pair
(STP). STP cable has a metal foil or braided mesh covering that encases
each pair of insulated conductors. Although metal casing improves the
quality of cable by preventing the penetration of noise or crosstalk, it is
bulkier and more expensive. Figure 6.5 shows the difference between UTP
and STP. Our discussion focuses primarily on UTP because STP is seldom
used outside of IBM.

()

Plastic cover

—

Plastic cover

Metal shield

a.UTp

b.STP

Figure6.5: UTP and STP cable

Categories

The Electronic Industries Association (EIA) has developed

standards to classify unshielded twisted-pair cable into seven categories.
Categories are determined by cable quality, with 1 as the lowest and 7 as
the highest. Each EIA category is suitable for specific uses. Table 6.1

shows these categories.

Category | Bandwidth | Maximum data | Application
(MH?2) rate
CAT1 <1 < 100 Kbps Telephone Lines
CAT2 4 4 Mbps IBM Token ring LANs
16 Mbps 10 Base-T LANs
CAT3 16 (3-4 twists / foot) E:iunréently used in Telephone
CAT4 20 20 Mbps 16 Mbps Token ring LANs
100 Mbps 100 Base — T (Fast Ethernet)
CATS 100 1000 Mbps (4 pairs)| 155 Mbps ATM Network
(3-4twists/inch) | &Gigabit Ethernet
100 Mbps 100 Base— T (Fast Ethernet)
CATSE 100 1000 Mbps (4 155 Mbps ATM Network
pairs) & Gigabit Ethernet
CAT6 200-250 | 1 Gbps Gigabit Ethernet
CAT7 600 |1Gbps Gigabit Ethernet

(over long distance than CAT6)

Table 6.1: Categories of UTP cable
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Connectors

The most common UTP connector is RJM5 (RJ stands for
registered jack), as shown in Figure 6.6. The RJ5 is a keyed connector,
meaning the connector can be inserted in only one way.

i -
12345678

RJ-45 Female RJ-45 Male

Figure 6.6: UTP — RJ-45 Connector

Applications

Twisted-pair cables are used in telephone lines to provide voice
and data channels. L.ocal-area networks, such as 10BaseT and 100Base-T,
also use twisted-pair cables.

6.2.2 Coaxial Cable

Consist of two conductors shares the same axis hence called as
coaxial. A solid copper wire runs down the center of the cable, surrounded
by insulator (PVC — Poly Vinyl Chloride), surrounded by second
conductor (shield), which is further surrounded by insulator and thick
plastic jacket forms the cover of the cable as shown in Figure 6.7.

(m(-c.
Outer conductor
(shield)

Figure6.7: Coaxial cable

Plastic cover

Coaxial Cable Standards

Coaxia cables are classified by their radio government (RG) ratings and
cable's resistance to DC (Direct current) and AC (Alternating current)
measured in Q (ohms). Following Table 6.2 shows the categories of
coaxia cable.
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Category | Impedance | Application
RG-8 and 50 Q 10Base5 — Thick Ethernet
RG-11
RG-58 50 Q 10Base2 — Thin Ethernet
RG-59 75 Q Cable TV
RG-62 93Q ARCnet (Attached Resource
Network)

Table 6.2: Categories of Coaxial cable

Connectors

To connect coaxial cable to devices, we need coaxial connectors. The
most common type of connector used today is the Bayone-Neill-
Concelman (BNe), connector. Figure 6.8 shows three popular types of
these connectors. the BNC connector, the BNC T connector, and the BNC
terminator. The BNC connector is used to connect the end of the cable to a
device, such as a TV set. The BNC T connector is used in Ethernet
networks to branch out to a connection to a computer or other device. The
BNC terminator is used at the end of the cable to prevent the reflection of
the signal.

Cable

S

BNC connector

|

50-W Ground
BNC terminator wire

Figure 6.8: BNC connectors

Applications

Coaxial cable was widely used in analog telephone networks
where a single coaxia network could carry 10,000 voice signals. Later it
was used in digital telephone networks where a single coaxial cable could
carry digital data up to 600 Mbps. However, coaxia cable in telephone
networks has largely been replaced today with fiber-optic cable.

Cable TV networks also use coaxial cables. In the traditional cable
TV network, the entire network used coaxia cable. Later, however, cable
TV providers replaced most of the media with fiber-optic cable; hybrid
networks use coaxial cable only at the network boundaries, near the
consumer premises.

6.2.3 Fiber —Optic Cable

A fiber-optic cable is made of glass or plastic and transmits signals
in the form of light. To understand optical fiber, we first need to explore
several aspects of the nature of light. Light travels in astraight line as long
as it is moving through a single uniform substance. If a ray of light
traveling through one substance suddenly enters another substance (of a
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different density), the ray changes direction. Figure 6.9 shows how a ray
of light changes direction when going from a more dense to a less dense
substance.

Less i Less \ Less i
dense I dense | dense I
1 | 1

More More | More I
dense . dense ! dense .
I 1 I

! (I I !

I 1 I

| < critical angle, | = critical angle, | > critical angle,
refraction refraction reflection

Figure 6.9: Bending of Light rays

As the figure shows, if the angle of incidence | is less than the critical
angle, the ray refracts and moves closer to the surface. If the angle of
incidence is equal to the critical angle, the light bends along the interface.
If the angle is greater than the critical angle, the ray reflects (makes a turn)
and travels again in the denser substance. Note that the critical angle is a
property of the substance, and its value differs from one substance to
another.

Optical fibers use reflection to guide light through a channel. A
glass or plastic core is surrounded by a cladding of less dense glass or
plastic. The difference in density of the two materials must be such that a
beam of light moving through the coreis reflected off the cladding instead
of being refracted into it as shown in the following Figure 6.10.

Cladding

5ender:}’WW\/\\D Receiver

Cladding

Figure 6.10: Optical —fiber

Propagation Modes

Current technology supports two modes (Multimode and Single
mode) for propagating light along optical channels, each requiring fiber
with different physical characteristics. Multimode can be implemented in
two forms:. Step-index or Graded-index (see Figure 6.11).
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Mode

Multimode Single made

Step index Graded index

Figure 6.11: Propagation mode — classification

Multimode

It is called Multimode because multiple beams from a light source
move through the core in different paths. How these beams move within
the cable depends on the structure of the core, as shown in Figure 6.12.

In Multimode Step-index fiber, the density of the core remains
constant from the center to the edges. A beam of light moves through this
constant density in a straight-line until it reaches the interface of the core
and the cladding. At the interface, there is an abrupt change due to a lower
density; this alters the angle of the beam’s motion. The term step index
refers to the suddenness of this change, which contributes to the distortion
of the signal asit passes through the fiber.

A second type of fiber, called Multimode Graded-index fiber,
decreases this distortion of the signal through the cable. A Graded-index
fiber, therefore, is one with varying densities. Density is highest at the
center of the core and decreases gradually to its lowest at the edge. Figure
6.12 shows the impact of this variable density on the propagation of light
beams.

Single-Mode

Single-mode uses Step-index fiber and a highly focused source of
light that limits beams to a small range of angles, al close to the
horizontal. The single mode fibers itself is manufactured with a much
smaller diameter than that of multimode fiber, and with substantially
lower density. The decrease in density results in a critical angle that is
close enough to 90° to make the propagation of beams almost horizontal.
In this case, propagation of different beams is almost identical, and delays
are negligible. All the beams arrive at the destination “together” and can
be recombined with little distortion to the signal (see Figure 6.12).
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Figure 6.12: Propagation modes

Optical Fiber — Types

Optical fibers are defined by the ratio of the diameter of their core to the
diameter of their cladding, both expressed in micrometers. The common
Sizes are shown in Table 6.3.

Type Core (m) Cladding (um) Mode
50/125 50.0 125 Multimode, graded index
62.5/125 62.5 125 Multimode, graded index
100/125 100.0 125 Multimode, graded index
1125 7.0 125 Single mode

Table 6.3: Optical Fiber —types

Cable Composition

Figure 6.13 shows the composition of atypical fiber-optic cable. The outer
jacket is made of either PVC or Teflon. Inside the jacket are Kevlar
strands to strengthen the cable. Kevlar is a strong material used in the
fabrication of bulletproof vests. Below the Kevlar is another plastic
coating to cushion the fiber. The fiber is at the center of the cable, and it
consists of cladding and core.

Du Pont Kevlar
Outer jacket _— for strength

Cladding

Plastic
buffer

Glass or
plastic core

Figure 6.13: Optical Fiber — Composition
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Optical Fiber Cable— Connectors

There are three types of connectors for fiber-optic cables, as shown
in Figure 6.14. The Subscriber Channel (SC) connector is used for cable
TV. It uses a push/pull locking system. The Straight-Tip (ST) connector
is used for connecting cable to networking devices. It uses a bayonet
locking system and is more reliable than SC. The Mechanical Transfer-
Registered Jack (MT-RJ)is a connector that is the same size as RJ45.

MT-RJ connector

Figure 6.14: Optical Fiber Cable— Connectors

Applications

Fiber-optic cable is often found in backbone networks (The
SONET network) because its wider bandwidth is cost-effective. Today,
with wavelength-division multiplexing (WDM), we can transfer data at a
rate of 1600 Gbps.

Some cable TV companies use a combination of optical fiber and
coaxia cable, thus creating a hybrid network. Optical fiber provides the
backbone structure while coaxial cable provides the connection to the user
premises.

LANs such as 100Base-FX network (Fast Ethernet) and 1000Base-X
(Gigahit Ethernet) also use fiber-optic cable.

Advantages of Optical Fiber

Fiber-optic cable has several advantages over metallic cable (twisted
pair or coaxial)

e Higher bandwidth: Fiber-optic cable can support dramatically higher
bandwidths(data rates) than either twisted-pair or coaxia cable.
Currently, data rates and bandwidth utilization over fiber-optic cable
are limited not by the medium but by the signal generation and
reception technology available.

e Less signal attenuation: Fiber-optic transmission distance is
significantly greater than that of other guided media. A signa can run
for 50 km without requiring regeneration. We need repeaters every 5
km for coaxia or twisted-pair cable.

e Immunity to electromagnetic interference: Electromagnetic noise
cannot affect fiber-optic cables.

e Resistance to corrosive materials: Glass is more resistant to
corrosive materials than copper.
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Light weight: Fiber-optic cables are much lighter than copper cables.

Greater immunity to tapping: Fiber-optic cables are more immune to
tapping than copper cables.

Disadvantages of Optical Fiber
There are some disadvantages in the use of optical fiber.

Installation and maintenance: Fiber-optic cable is a relatively new
technology. Its installation and maintenance require expertise that is
not yet available everywhere.

Unidirectional light propagation: Propagation of light is
unidirectional. If we need bidirectional communication, two fibers are
needed.

Cost: The cable and the interfaces are relatively more expensive than
those of other guided media

6.3 UNGUIDED MEDIA —WIRELESS

Unguided media transport electromagnetic waves without using a

physical conductor. This type of communication is often referred to as
wireless communication. Signals are normally broadcast through free
gpace and thus are available to anyone who has a device capable of
receiving them. Figure 6.15 shows the part of the electromagnetic
spectrum, ranging from 3 kHz to 900 THz, used for wireless
communication.

Radio wave and microwave Infrared

3
kHz

300 400 900
GHz THz THz

Figure 6.15: Electromagnetic Spectrum for Wireless communication

Propagation M ethods

Unguided signals can travel from the source to destination in

several ways. ground propagation, sky propagation, and line-of-sight
propagation, as shown in Figure 6.16.
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Figure 6.16: Propagation methods

In Ground propagation, radio waves travel through the lowest
portion of the aimosphere, hugging the earth. These low-frequency signals
emanate in al directions from the transmitting antenna and follow the
curvature of the planet. Distance depends on the amount of power in the
signal: The greater the power, the greater the distance.

In Sky propagation, higher-frequency radio waves radiate upward
into the ionosphere (the layer of atmosphere where particles exist as ion