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APPLIED MATHEMATICS

1.0 Objectives

After going through this chapter, students will able to learn
o Concept of adjoint of a matrix.

. Perform the matrix operations of addition, multiplication and express a

system of simultaneous linear equations in matrix form.

o Determine whether or not a given matrix is invertible and if it is, find its

inverse
. Rank of a matrix and methods finding these
o Solve a system of linear equations by row-reducing its augmented form
. Characteristics roots and characteristics vectors

. Reduction of matrix to a diagonal matrix

1.1 Introduction

A matrix is a rectangular arrangement of numbers into rows and columns.
Matrices provide a method of organizing, storing, and working with mathematical
information. We shall mostly be concerned with matrices having real numbers as
entries. The horizontal arrays of a matrix are called its rows and the vertical arrays
are called its columns. A matrix having m rows and n columns is said to have the

order m X n.

The numbers in a matrix can represent data, and they can also represent
mathematical equations. Matrices have an abundance of applications and use in the
real world. Matrices have wide applications in engineering, physics, economics,
and statistics as well as in various branches of mathematics. In computer science,
matrix mathematics lies behind animation of images in movies and video games.
Matrices provide a useful tool for working with models based on systems of linear

equations.

Definitions: A system of m x n numbers arranged in the form of an ordered set of
m horizontal lines called rows & n vertical lines called columns is called an m x n

matrix.




Chapter 1: Matrices

A matrix A of order m X n can be represented in the following form

all al2......... aln
a2l a22........... azn
aml am?2........ amn

where ajj is the entry at the intersection of the i row and j™ column

Matrices are generally denoted by capital letters and the elements are generally

denoted by corresponding small letters.

1.2 Types of Matrices

1. Transpose of Matrix: Let A be an (m x n) matrix. Then, the matrix obtained

by interchanging the rows and columns of A is called the transpose of A,

denoted by A’ or AT. Thus, if A =[ aij Jmxn then A’ = [aijJnxm

2 =3
-4 5
8 9

Note: 1. If A is any matrix, then (A’)’ = A

2

eg. If A= [_3

—4 '8 ) _
5 9] then A

2. If A is any matrix and k is scalar, then (kA)’ =k A’

3. If A and B are two matrices of same order then (A +B)’=A’+B’

2. Determinant of a square matrix: Corresponding to each square matrix

all al2 al3...... aln
_la21 a22 a23...... azn

A=
anl an2 a3n...... ann

There is associated an expression, called the determinant of A, denoted by

det A or |A|, written as

all al2 al3...... al4
det A=|A| = a2l a22 a23....... al24
anl an2 an3... .. .. ann

A matrix is an arrangement of numbers and so it has no fixed value, while

each determinant has a fixed value. A determinant having n rows and n

columns is known as a determinant of order n. The determinants of non-

square matrices are not defined.
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Value of a determinant of order 1: The value of a determinant of a (1 x 1)
matrix [a] is defined as |a|=a.

all al2

w1l a2 =(all.a22 x a21.al2)

Value of a determinant of order 2: |

Value of a determinant of order 3 or more: For Finding the value of an
order 3 or more, we need following definitions.

Minor of ajj in |A|: Minor of aj in |A |defined as the value of the
determinant obtained by deleting the ith row and jth column of |A | is denoted
by M;;.

Cofactor of ajjin |4 |: The cofactor Cj of an element ajj is defined as

Gij=(-1)"1 . Mj
1 -3 2
Eg. 1 Find the minor and cofactor of each element of A=14 -1 2
3 5 2
Sol: The minors of the elements of A are given by,
_ -1 2. _ _4 2| q e
M = 5 9 2-10=-12 Mn 3 - 8-6=2
4 -1 -3 2
= = +3= = = _6- = -
Mi=3 |F2043<23 Ma= | J|=-6-10=-16
1 2 1 -3
= =) 6= - o~ = 540=
M=y o=2-6=-4  Mos|p l-sto-14
-3 2 1 2
= = _6+2= - = = )_R= -
Min=|"] ZfF-6+2=-4 Mu=|, f|=2-8=-6
_|1 =31 _
Myp=|, CjF-1+2=11

SO, the cofactors of the corresponding elements of A are,
Cii=(C-D"" M =Mi1=-12; Ciz=(-D)!"2 M2 = -Mi2 = -2;
Ci3=(-1)!"* Mz = M3 = 23; Ca1 = (-1)*"! Ma1 = -Mai = 16;
C22=(-1)>2 Mpn =Mn = -4;C23 = (-1)*"* M = -Ma3 = -1;
C31=(-1)*"' Ms1 =M3z1=4; C2=(-1)>"? . Ms2=-Mz = 6;
C33=(-1)* Mz =Msz=11;

Value of Determinant: The value of determinant is the sum of the products

of elements of a row (or a column) with their corresponding cofactors.

We may expand a determinant by any arbitrarily chosen row or column.
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Expansion of a Determinant: Expanding the given determinant by 1% row, we
have
all al2 al3

a2l a22 a23
a3l a32 a33

= a11. (its cofactor) + ai2. (its cofactor) + ais. (its cofactor)

=a11.Ci1+ aiz. Ci2t aiz. Cis

=ai1. M11 - ai2. M2+ aiz. M3 [+ Ci2=-Mi2]
3 4 5
Eg. Evaluate A= |-6 2 -3
8 1 7

Sol: Expanding the given determinant by 1% row, we get
. |2 =31 _,1-6 -3 -6 2

a=3f 4l Slesly

=3 (14 +3) -4.(-42+24) + 5 (-6-16)

=3 (17)+4(18) - 5(22) =51 +72-110=13

3. Adjoint of Matrix: Let A =[aij] be a square matrix of order n and let Aj;
denote the cofactor of ajj in |A|. Then, the adjoint of A, denoted by adj A, is
defined as adj A=[aji]nxn

Thus, adj A is the transpose of the matrix of the corresponding cofactors of
elements of |A].
A1l A12 A13

A21 A22 A23
A31 A32 A33

all al2 al3
a2l a22 a23|then AdjA=
a3l a32 a33

A1l A21 A31
A12 A22 A32
A13 A23 A33

!

If A=

, Where Ajj denotes the cofactor of aj in |A].

1 -2 4
Eg. 1. IfAZ[O 2 1] find adj A
-4 5 3
1 -2 4
Sol: |A|=1] 0 2 1
-4 5 3

The cofactors of the elements of the |A|are given by,

an=2 Y= Al |- an=[2 28
A21=|_52 ;L|=-26; A22=|_14 ;L|=l9; A23=|_14 _52|=3;
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Az = |_22 111| =-10; Asn=

é ;LHZ-I; A33=|(1) _22|=2

—-26 19 3 -4 19 -1
-10 -1 2 | 8 3 2

~adj A=

1 -4 8] [1  —26 —10]

1.3 Operations on Matrices:

1. Addition of Matrices: Let A and B be two comparable matrices, each of
order (m x n). Then their sum (A + B) is a matrix of order (m x n), obtained
by adding the corresponding elements of A and B.

Eg. Let A= [S 41} _27] and B = [i :g _06]

Here, Matrix A and Matrix B both are 2 x 3 matrices.

~ A and B are comparable matrices. ~ A + B is defined.
[6+5 1+ (=3) (=7)+ (—6)] 11 -2 -13
A+B_[s+1 44 (=3) 240 _[6 1 2]

Properties of Addition of Matrices:

The basic properties of addition for real numbers also hold true for matrices.

Let A, B and C be m X n matrices.

1. Matrix addition is commutative. i.e. A + B = B +A for all comparable
matrices A and B.

2. Matrix addition is commutative. i.e. (A +B)+ C=A + (B + C)

3. If O is an m x n null matrix, then A+O=0+A=A

Students can solve proof of these properties as exercise.

2. Scalar Multiplication: If A be a matrix and k be a number then the matrix
obtained by multiplying each element of A by k is called the scalar multiple
of A by k, denoted by kA.

If A is an (m X n) matrix then kA is also an (m X n) matrix.

5 6
IfA=|3 —2],Findi)4A, ii)%A, iii) -3A
5 4
H
20 24 2 ~15 -18
Sol: 4A =| 12 —8],11)§A=§ —1|, i) -3A=| =9 6]
—20 16 [__5 zJ 15 —12
2

o)
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3. Multiplication of Matrices: For two given matrices A and B, multiplication
of two matrices AB exists only when number of rows in A is equals the
number of columns in B.

Let A = [ajj]mxnand B = [bjk]n x p be two matrices such that the number of
columns in A equals the number of rows in B.
Then, AB exists and it is an (m X p) matrix, given by
AB = Cik] mxp where Cik = (aitbik + ai2b2k + .... + aimbmk) = Z;’zl aijbjk
= sum of the products of corresponding elements of ith row of A and
kth column of B.
Properties of Matrix Multiplication:
1. Matrix multiplication is not commutative in general.
Let A and B be two matrices.
a. If AB exists then it is quite possible that BA may not exist.
b. Similarly, if BA exists then AB may not exist.
c. If AB and BA both exist, they may not be comparable.
2. Associative Law: For any matrices A, B, C for which(AB)C and A(BC)
both exist, we have (AB)C = A(BC)
3. Distributive laws of multiplication over addition:
1) A.(B+C)=(AB+ AC)
i) (A+B).C=(AC+BC)
4. The product of two non-zero matrices can be a zero matrix.
5. If A is a square matrix and I is an identity matrix of same order as A
then we have A.I=1.A = A.
6. If A is a square matrix and O is an identity matrix of same order as A
then we have A.0 =0.A = 0.

Exercise:

Ex1.IfA= ; ;L] and B = 2 553 ﬂ, find AB and BA whichever exists.

Ex210A=|3 2 0 B= o 2|mac-[2 1 ~

-2 0 1 -2 5 30 -

Verify (AB)C = A(BC)
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1.4Elementary Transformation:

Following are three row operations and three column operations on a matrix, which

are called Elementary operations or transformations.

Equivalent Matrices: Two matrices are said to be Equivalent if one is obtained

from the other by one or more elementary operations and we, A~ B.

Three Elementary Row Operations:

iii.

Interchange of any two rows: The interchange of ith and jth rows is denoted

by Ri & R;.
5 9 3 -8 13 6
Eg.Let A=|—-8 13 6| ApplyingRieoRa,weget|5 9 3
-2 7 8 -2 7 8

Multiplication of the elements of a row by a nonzero number: Suppose
each element of ith row of a given matrix is multiplied by a nonzero number
k. Then, we denote it by Ri —kR;

5 9 3 5 9 3
Eg.Let A=|—-8 13 6| Applying R3— 2R3, weget|—8 13 6
-2 7 8 -4 14 16

Multiplying each element of a row by a nonzero number and then adding
them to the corresponding elements of another row: Suppose each
element of jth row of a matrix A is multiplied by a nonzero number k and
then added to the corresponding elements of ith row.

We denote it by Ri — Ri + k R;

5 9 3 -1 12 12
Eg.LetA=]|-2 1 3| ApplyingRi—Ri+3R2,weget|—-2 1 3
-2 7 8 -2 7 8

Three Elementary Column Operations:

i

Interchange of any two columns: The interchange of ith and jth columns is
denoted by Ci & C;.

4 9 3 4 3 9
Eg.LetA=]|—-6 1 6| Applying C2 C3,weget|—6 6 1
-2 7 9 -2 9 7
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i, Multiplying each element of a column by a nonzero number: Suppose
each element of ith column of a given matrix is multiplied by a nonzero
number k. Then, we denote it by Ci —kCi

2 7 2 2 14 2
Eg.Let A=|-3 3 6| Applying Co— 2Co, weget|—3 6 6
2 5 8 2 10 8

ili. Multiplying each element of a column by a nonzero number and then
adding them to the corresponding elements of another column: Suppose
each element of jth column of a matrix A is multiplied by a nonzero number
k and then added to the corresponding elements of ith column.

We denote it by Ci — Ci + k C;

5 2 3 9 2 3
Eg.LetA=|-2 1 3| ApplyingCi—Ci+2C,weget|0 1 3
-2 4 8 6 4 8

1.5 Inverse of Matrix:

Invertible Matrices: A square matrix A.of order n is said to be invertible if there
exists a square matrix B of order n such that AB = BA =1

Also, then B is called the inverse of A and we write, A" =B

Eg. Let A= E ;] and B = [_21 _35] then

SCR P N I S EO Bl o i
BA= [—21 _35] E g]:[—63_+53 1—05_+160 :[é (1)]21

~AB=BA=1 Hence A" =B.

Singular and Non-singular Matrices: A square A is said to be singular if |A|=0

and non-singular if |A| # 0.

Eg. Let A= LlL ;] then |A| = |£1} é = (8 —8)=0 - A is singular

_[1 2 _|11 2]_ _ o .

Let B= [3 8] then |A| = |4 gl = (8—6)=2+#0 - A isnon-singular.
Note 1: Uniqueness of Inverse: Every invertible square matrix has a unique
inverse.

Note 2: A square matrix A is invertible if and only if A is non-singular,

i.e. A is invertible © |A| # 0
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1.5.1 Inverse of matrix by Elementary Row Operations:
Let A be a square matrix of order n.
Wecanwrite, A=1TA ...................... (1)

Now, let a sequence of elementary row operations reduce A on LHS of (i) to
I'and I on RHS of (i) to a matrix B.

Then, I=BA = [LA'=(BA)A'=B(AA")=BI=A'=B
We can write above method as given below.

1. Write A=1A

2. By using elementary row operations on A, transform it into a unit matrix.
3.  In the same order we apply elementary operations on I to convert it into a
matrix B.

4. Then, A" =B

Ex. 1. By using elementary row operations, find the inverse of the matrix
1 3 =2
A=1-3 0 -5
2 5 0
1 3 =211 0 0O
Sol: -3 0 =5|= 1 0 A
2 5 0 0 0 1
1.3 =2 1 0 O
Ro—R-3Ri,R3 —R3-2Ri= |0 9 -11(=3 1 0]. A
0 -1 4 -2 0 1
1 3 =2 1 00
RooeRs=|[0 -1 4 [=|-2 0 1]|.A
0 9 -11 3 10
1 0 10] -5 0 3
Ri— Rit3R2,Rs = R3+9Ro=|0 -1 4|=]-2 0 1|.A
0 9 251 L[-15 1 9
1 0 101 [-5 O 3]
Ro—(-1).Re=[0 1 —-4|=| 2 0 —-1].A
0 0 254 [-15 1 9
) 1 0 10] '—25 8 31
R3—>(£)R3=> 0 1 —-4|= 51 9 LA
00 11 |75 %

10
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1 2 =B
100 -2 i 151
Ri— Ri-10R3, R = Rx+4R3= |0 1 0 =5 = E‘A

0 0 1 -3 1 9

25 25
-2 -3
L 5 5
S e
Hence, A~ = = 75 o8
I
25 25

1.5.2 Inverse of matrix by Formula:

Formula for finding A™':

Let A be a square matrix such that |A| #0. Then, Al =— (adj A)

3 =10 -1
Ex.1. Find the inverse of the matrix | —2 8 2
2 -4 =2
3 =10 -1 3 =10 -1
Sol: Let A=|-2 8 2 |=|AlI= |- 8 2
2 —4 =2 2 -4 =2
Ci — C1+3Csand C2 — C2-10C3
0 0 -1
|A|= —-12 =(-1). (64-48)=-16#0
-4 16 =2

As |A| # 0 therefore A™! exists.

The cofactors of the elements of |A| are given by,

an=18 Zlsan=[7 Zloan=|7 B
an=|T T6an=|) Ceaan=[ TV
As=] 73" 1|— 12,80=2, Jaan=]2, 30

~(Adj A) =

SR

Hence A™!' = 7l | adj A

11
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103
. -8 -—-16 -12 2 L ‘1*
=T Il L
-8 =8 4111 1

2 2 4

_B 2 _[6 7 . 4 _ el p-l
Ex.2IfA 7 5], B [8 9],Verlfythat(AB) B7A

Sol. We have |A| = |3 §|=15-14= 1% 0

Cofactors of the elements of |A| are
Ai1=5 An=-7 An=-2,An=3
3 2] r_ [3 7

7 51 12 5
3 7

2 5

~ad) A=

Hence, A = ﬁ adj A= [ [~ |A4|=1]

16 7] _
Bl= |0 &|=54-56=2 0
Cofactors of the elements of |B| are
Bi1=9,Bi2=-8, B2i1 =-7, A2»=6
.19 -81,_19 -8
"adJA_[—7 6] _[—7 6]

1

Hence, B! =
|B|

n_ 1137 .. _
adiB=— 3| & [+ 1Bl=-2]
Now, |AB|=|A||B|=1x-2=-2% 0

adj AB=adjB.adj A

:[—97 _68”3 Z]:[—ggz _33219

a1 . _ 1194 -39

ABY' = adj AB 2[_82 )
a4 . _1[3 T3 7]__1[9% -39
B7A z[z 5[2 5] z[_sz 34
(AB)'=B" A"l

Exercise:

1)  Find the adjoint of given matrix verify A. (adj A)= (adj A)A = |A|.I

1 -1 271 [4 5 3
n[3 7 2)[3 1 -2 3)[0 1 6]

1 2
1 0 311279

12
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, 3 3 0] [-42 —-24 30
[Ans: 1 . ] 2.0-11 1 8|,3.| 3 30 -21]]

13 -1 -1 4 7 —-18 -5
-4 -3 =3
2) IfA=|1 0 1 |, show thatadj A=A
4 4 3
-4 -3 =3
3) IfA=[1 0 1 [, show thatadj A =3A’
4 4 3
1.6 Rank of Matrix

The maximum number of its linearly independent rows (or columns) of a
matrix A is called the rank of Matrix A. If we have a chance of solving a system of
linear equations, when the rank is equals the number of variables, we may be able to find
a unique solution. Rank of a matrix A is denoted by p (A) or R (A)

Note:

a.  The rank of a matrix cannot exceed the number of its rows or columns.

b.  The rank of a null matrix is zero.

c.  Rank of a matrix Amxn , p(Amxn ) < Min(m, n)

d.  p(In) =n where In = unit matrix of order n

e. Ifp(A)=mandp (B)=nthenp (AB)<min(m,n)

1.6.1 Echelon or Normal Matrix: a matrix is said to be echelon form if

a.  There exists any zero row, they should be placed below the non- zero row

b. Number of zeros before a non — zero element in a row should increase

according with row number.

1 4 5
Eg. A=(0 5 4] = p(A)= 3 = number of non — zero row
0 0 1
1 6 5 4
0 5 4 6 . _a_ B
B= o0 4 3| * p(B)= 3 = number of non — zero row
0 0 0 O

Note: To reduce a matrix into its echelon form only elementary row transformations

are applied.

13
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Computing the Rank of a matrix: A common approach for finding the rank of a
matrix is to reduce it to a simpler form, generally row echelon form by elementary
row operations. Row operations do not change the row rank

1 3 4
Ex 1. Find the rank of the matrix A= 2 -1 3]
-2 8 2
1 3 4
Sol: Wehave, A= 2 -1 3
-2 8 2

To find the rank of a matrix, we will transform the matrix into its echelon form by

row transformation. Then determine the rank by the number of non-zero rows

1 3 4
R2=R2-2Ri,R3=R3+2R1 A=|0 -7 —5]
0 14 10
1 3 4
R3=R3+4+2R2 A=|0 -7 —5]
(U 0

Number of non-zero rows in matrix A = 2 .. Rank of matrix A, p(A)=2
Exercise:

Ex 1. Find the rank of the following matrices

NI N A

1. A=|2 3 1f; 2. A=
1 1 2 0 2 -1
1 1 4

1.7 Linear Equations

To find the solution to the system of equations is a matrix method. The steps to be
followed are:

. All the variables in the equations should be written in the appropriate order.

. The variables, their coefficients and constants are to be written on the
respective sides.

There are two types of system of equations.

1. Consistent system of Equations: A given system of equations is said to be
consistent if it has one or more solutions.

2. Inconsistent system of Equations: A given system of equations is said to
be inconsistent if it has no solution.

14
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Consider the system of equations.

aix tbhiytciz=di; ax+bytcuz=dy; axx+bsytcz=ds

al bl c1 X dl
LetA=1a2 b2 c2|,X= [yl and B=|d2
cl c2 c3 z d3

Then the given system can be written as

al bl c1]x dil
[aZ b2 c2 lYI = d2]
a3 b3 c3llz d3

~AX=B
Casel: when |A| # 0, In this case, A exists.
~AX=B = A'(AX)= A'B [multiplying both the sides by A™!]
= (A'A)X=A"'B [By associative law]
>1X=A'B =X=A'B
Since A™! is unique, the given system has a unique solution.

Thus, when |A| # 0, then the given system is consistent and it has a unique

solution.
Case2: |A|=0and (adjA)B#0
In this case, the given system has no solution and hence it is inconsistent.
Case3: |A|=0and (adjA)B=0
In this case, the given system has infinitely many solutions.
Ex.1 Use matrix method to show that the system of equations
2x + 5y =7, 6x + 15y = 13 is inconsistent
Sol: The given equations are 2x + Sy =7; 6x + 15y = 13

Let A =[2 155], X= [;C/] and B= [173]

Then the given system in matrix form is AX =B

Now, |A|=|é 30-30=0

5 |:
15
The system will be inconsistent if (adj A) B # 0

The minors of the elements of |A| are M11 =15, Mi2=6, M21=5, M»n =2

The cofactors of the elements of |A| are A11 =15, A12=-6, Ao1=-5, Ao =2

15
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a1 7

= @inB=[1 []- 13‘313‘2 - [l =0
|A|=0, (adj A) B # 0. Hence, the given system of equations is inconsistent.
Ex.2 Show that the following system of equations is consistent and solve it
2x+5y=1,3x+2y=7
Sol: The given equations are

2x+ S5y =1; 3x+2y=7
Let A :[g g], X= [;C/] and B= [;]

Then the given system in matrix form is AX =B

2 5

Now, |A|= 32

]=4-15=-11¢0

Hence the given system has a unique solution.
The minors of the elements of |A| are M11 =2, Mi2=3, M21=5, M2 =2
The cofactors of the elements of |A| are A11 =2, Ai2=-3, A21=-5, A2 =2

O s O

-2 5
-l_i . :—_1 2 _5 :H E
= A —lAladJA 11[_3 2] Se
11 11
X=A'B
-2 5 —2+35
b4 I CTREET R A D ET AT B - B
B u[u][_l]
11 11 11 11

Exercise:
1)  Use matrix method to solve the following system of equations

3x +4y +2z=8; 2y — 3z =3; x-2y+6z=-2 [ Ans:x=-2,y=3andz=1]

1.8 Linear dependence and linear independence of vectors

A collection of vectors is either linearly independent or linearly dependent. The
vectors v1, v2 ...... vk are linearly independent if the equation involving linear

combination. In the theory of vector spaces, a set of vectors is said to be linearly

16
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dependent if there is a nontrivial linear combination of the vectors that equals the
zero vector. If no such linear combination exists, then the vectors are said to be

linearly independent.

A sequence of vectors vi, va, ........ , Vk from a vector space V is said to be linearly

dependent, if there exist scalars ai, az, ....., ak not all zero, such that
arvitaxva+.... + akvk = 0, where 0 denotes the zero vector.

Ex. 1 State whether following set of vectors are linearly dependent or linearly

independent. If dependent find the relation between them.
X1=(1,2,3),X2=(3,-2,1),X3=(1,-6,5)

Sol: Here, there are three vectors. For three vectors are take 3 scalars.
Let A1, A2 and A3 be three scalars.
Consider A1 X1+ A2 X2+ A3 X3=0 ...coeeininnnn.n (1)
A1(1,2,3)+42(3,-2, 1)+ 43(1,-6,5)=0

From these we make three simultaneous equations.
M+30+A3=0;241-242-643=0; 341+ 12+ 543=0

Put them in matrix form

1 3 111141 0
2 2 o[- o
3 1 51113 0

AA=B oo, )

Now augmented matrix,

1 3 1 0
C=[A:B]=> = [2 -2 —6 0]
3 1 5 0

Reduced this matrix in echelon matrix by row transformation

1 3 1 0

R2=R2-2R1; R3=R3-3Ri=C=|0 -8 -8 0]

0O -8 2 0
1 3 1 0
R3=R3-R2,C=|0 -8 -8 0
0O 0 10 O

Here we cannot further reduce.

1 3 171111 0
From (2), [0 - —8] [/12‘ = [O]
0 0 101123 0

17
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From matrix multiplication,

A+3L+3=0 ... (3)
BA2-8A3=0 4)
~A3=0

Put 23=01in(4) - A2=0
Put 22, 43 (3) -~ A41=0
v A1=A2= A3=0 i.e all three scalars are 0.
=~ The given vectors are linearly independent and there exists no relationship.
Ex. 2 Test the linear dependency and find the relationship between if it exists for
Xi=(1,1,1,3),X2=(1,2,3,4), X3=(2,3,4,7)
Sol: Here, there are three vectors. For three vectors are take 3 scalars.
Let A1, A2 and A3 be three scalars.
Consider A1 X1+ A2 X2+ A3 X3=0....ccocviiiniinnnn. (D)
A(1,1,1,3)+242(1,2,3,4) + 43(2,3,4,7)=0
From these we make simultaneous equations.
M+ 2+28=0; L1+ 22 +343=0; L1+ 342 +443=0; 341+ 442+ TA3=0
Put them in matrix form

11 2] [0

2 3 o
12| =

3 4 tJ 0

4 7 0

1
1
3

AAZB oo @)

Now augmented matrix, C = [A: B]

11 2 0
1 2 3 0
1 3 4 0
3 4 7 0

Reduced this matrix in echelon (upper triangular) matrix by row transformation
R2=R>—Ri, R3=R3—-Ri, R4=Rs—-3R;

1 1

C=

_N= N
o O O O

0 1
0 2
0 1

18
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11 2 0
_ . _10 1.1 0
R3=R3-2R2, Rs4=Rs—Ro= C 00 0 0
0 0 0 O
0 11 of[1]_[°
from (2), A21=1|0
0 0 0 O 13 0
0 0 0 O
From matrix multiplication,
A+ +2=0 . 3)
A+A3=0 2>2A=-43 4)

Consider A3 = k where k is non zero constant. - A2 =-k

Put A2, A3 in equation (3) ~ A1-kk +2k=0 = =~ Aitk=0 ~ Ai1=-k

All the scalars are non-zero.

=~ The given vectors are linearly dependent and there exists some relationship.
Now we find relationship between them.

Wehave, 11 X1+ 42 X2+ 43 X5=0 = —kXi-kXo+kX3=0
Divide equation by -k , X1 + X2 - X3 =0

This is the required relationship.

1.9 Linear Transformation

Let U(F) and V(F) be two vector spaces.

A mapping f: U — V is called Linear Transformation of U into V if
DY) =10 +y)

i) f(ax)=af(x) wherex,ye V,aeF, f(x),f(y)eV.

Sometimes linear transformation is also called vector space homomorphism.

Ex. 1 V3is a vector. A mapping is given as T.V3(R) = V2(R) by T(x1, x2, x3) =
(x1- x2) , (x1t+ x3). Check whether this is linear transformation.

Sol: Let (x1, x2, x3) =X € V3 and let (y1, y2, y3) =y € V3(R)
T(x+y)=TI[(x1, X2, X3) T (Y1, y2, ¥3)] = T [(x1+ y1, X2+ y2, X3+ y3)]
=T [(x1+y1-x2-y2, X1+ yi+ x3+y3)]

=T [(x1- X2 +y1-y2, X1+ X3+ yi1t+ y3)]

19
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=T [(x1,x2,x3)] + T [(y1, y2,y3)] =T x)+T(y)
T (ax) =T [a (x1, X2, x3)] =T [ (ax1,ax2,ax3)] = (ax1 - axz, ax1 + ax3)
=a[ (x1-x2), (x1+x2)]
T@x)=aTx)=T (x)
Both the condition of linear transformation are satisfy.
=~ T is linear transformation.
1.9.1 Matrix representation of Linear Transformation:
Let U(F) and V(F) be two vector spaces over F.
T: U — V be a Linear Transformation
LetB={ui,u,us, ......ee. ... , un} and
B ={vi,v2, V3, cecoeiriii , Vim}
Are two ordered bases for U and V respectively.
Now, ifanya e U= T(a) e V

Also T(a) can be represented by B’

T(ur) =Bir=anvi +anv2+anvit.............. + Aimvm
T(u2) = B2 =axivi + azava +az3va+.o............ + Aomvm
T(Un) = Bn=an1vi T an2v2 tan3vat.............. + AnmVm
T(ul) all al2......... almjpl
T(u2) |a21 az22 ......... azm||v2
T(un)J lanl an2 anmlenJ
rall al2.......... alm

a2l a22......... azm

...... i e | =[ T B:B’]

lanl  an2 ... ... anmJ

This is matrix of Linear Transformation.
If we have Linear Transformation T: U(F) — V(F)
then matrix form is [T: B], [T]s

For any n dimensions vector spaces,
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Chapter 1: Matrices

standard basis for v2(R)= {(1, 0), (1, 0)}, v3(R)= {(1, 0, 0),
(0, 1, 0), (0, 0,1)}, v3(R)= {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0,1, 0), (0, 0, 0, 1)}

1.10 Characteristics roots and characteristics vectors

Characteristic vector or Eigen vector of a matrix A is a vector represented by a
matrix X such that when X is multiplied with matrix A, then the direction of the

resultant matrix remains same as vector X.

Let A be a square matrix of order n x n, then a number A is said to be eigen value
of a matrix A if there exists a column matrix X of order n x 1 such that AX = A1X,
where A is any arbitrary matrix, A are eigen values and X is an eigen vector

corresponding to each eigen value.
S AX-AX=0 2A-ADX=0.ccciiiiiiiiiiiiiiin, (1)
Equation (1) is called characteristics equation of the matrix.
The roots of the characteristic equation are the eigen values of the matrix A.
Ex.1 Find the eigen value (characteristics roots) and eigen vector (characteristics

vector) for the matrix A = [_15 _42]

Sol: The characteristic equation for matrix A is,

-2 |_
4— A

=1-2).4—-2) — (=5).(-2)=0 =4-1-42+21-10=0

A— 11| =0 =>|1_7‘ 0
5
SN-5A-6=0 = OA-6).0+1)=0= A=6A= —1

~ Eigen value of A are 6 and -1.
Case I: X1 = [);] be the eigen vector of A corresponding to A =6
Then (A —ADX1=0

i'e'[l:sx 4:2)\]'[)15]:0’ 1:56 4:26'[)15]:0 ,A=6

T TGl
By row transformation,

R2=R2—Ri [_05 _02].[;,(]20

SX-2Y=0 = -5X=2Y
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= _LSZ k (say)

X =2k, Y =-5k for k=1

=~ Eigen vector X = [_25]

Case II: Let X2 = [);

Then (A —ADX2=0

ie [\ 20, 2] [5] =0

[1 _—(;1) 4 —_(2—1)] |
[—25 _52] [y]=0

By row transformation,

] be the eigen vector of A corresponding to A = -1

);]zo A=-1

R2=R2+§R1 = [3 _02].[);]20

2X-2Y=0 = 2X=2Y

f §=k(say)=>X=k,Y=k for k=1

=~ Eigen vector X»= [ﬂ

1.11 Properties of characteristic vectors (eigen vector)

Following are the properties of Eigen vector:

1.

Corresponding one eigen vector there exists one eigen value.

Let A1 and A2 are two eigen values of A with one eigen vector X # 0.
By condition of eigen values,

AX = AiXand AX = 41X

= UWX=LX= (4-12)X=0

AsX#0, (Li-12)=0: A= 42

So there exists one eigen value for one eigen vector

If A4 is eigen value of the matrix A of order n x n.

A% is an eigen value of A?
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AX = AX
Multiplying by A, A2X = 2AX = 2 AX = 12X
- A? is an eigen value of A?
b)  A¥is an eigen value of A, k is positive integer.
c) f(A)=aod+arA+................ +an A"
is an eigen value of F (A) =aol + a1A+................ + anA"

d) e?, log A, sin A are eigen values of e4, log A, sin A respectively.

e) I%I is an eigen value of adj A.

As AX = AX
Let A1 is eigen value of adj A
adj AX =adj 11X
Multiplying by A, A adj AX = L1AX
|A] IX =41 AX [adj A= |A]|]]
(l1Al-21 ) X=0

AsX#0,]4-11=0  =]Al=ni1 =un=4
1.12 Caley Hamilton Theorem:
2—1 1 1
Consider A-AI=]| 0 1-4 0 | «characteristic matrix, Where A is a
0 0 2—A

square matrix

Characteristic polynomial: If we put characteristic matrix in determinant form
and solved then we get polynomial that is called characteristic polynomial.

2—-21 1 1
A — Al|=]| 0 1-2 0
0 0 2—-1
|A — Al|=0
2—-1 1 1
0 1-2 0 [=0
0 0 2—-1

Q-)[A-D2-2)-0]-1[0]+1[0-1—2]=0
2=A)[QA2+2AD)]-1+1=0
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Q-2)[Q@3A+2A)]-14+1=0
4-6A+2N-20+3A2-MP—-1+1=0
-5 -TA+3=0
AM-5A2+70-3=0

This is called characteristic equation.

Characteristic Roots (eigen values) : Roots of characteristic equation is called

characteristic roots.
State and Prove Caley Hamilton Theorem
Statement: Every square matrix A satisfy its own characteristic equation.

Proof: Let A = [aijln x n be any square matrix and P (1) = |A—AI| be a

characteristic equation where A be any constant, I is an identity matrix.

Show that |[A — AI| =0

all — A4 al? al3d ...... aln
a2l a2l — A a23 ...... azn ~0
anl an?2 an3 ... ann — A
aotardtax A2 +as A +an A"

[ Matrix is n x n order therefore polynomial is of order n]
If we put matrix A in place of 1 then

a0 +ailA + ;A A . +an A"
We know that, A adj A = |A|I

(A-ADadj(A-AD)=|A — AI|.I [A=]A — AI|]
Now each element in (A - Al) is a polynomial of degree almost 1.

Hence adj (A - Al) has polynomial of degree n-1.

adj (A-A)=Bo+B1A+B2 A+ B3 A3................ + Bt A™!
(A-AD)adj (A-A)=(A-AD) [Bo+B1 A +B2 A%+ ............. + Bt A™1]
=ABo+AB1A+AB2 A%+ ............. + ABn1 A -
Bod-BiA?-Ba A ... -Bn1 A
= ABo + (AB1-Bo) 1 + (AB2-B1) A%+ ....... - Bai A"

Now (A - A) adj (A - A) = |A — Al |

24



ABo + (ABi-Bo) 1 + (AB2-B1) 1%+
....... -BriA"=actaid+tax APt az At an At

Compare coefficient of equal power of 4

ABo=ao
ABi1-Bo=ai
AB2-B1 = a2

ABn-1-Bn2 = an-1

-Bn-1 = an

Multiplying with I, A, A2, ......... , An and then add
ABo=aol

A’Bi-Bo=aiA

A’By-B1 = a2 A?

A"Bn-1-A "'Bp2 = an 1 A™!

-A"Bn-1 = an A"

Hence ao +a1A + ax A%+ asA +............ +an A" =0

Hence proved.

8 -8 -2
Ex 1. Show that the matrix A=[4 -3 =2
3 —4 1

satisfies its characteristic equation and hence determine A,

Sol: The characteristic matrix of A is,
8—1 -8 -2
4 -3-1 =2

3 -4 1-1

Characteristic equation is given by |[A — AI| =0
OR
If there is 2 x 2 matrix then 2> -si A+ 4| =0
If there is 3 x 3 matrix then 2> -s1 A2 +s21- |4| =0

Where si= sum of diagonal element of matrix A

Chapter 1: Matrices
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And s2= sum of minors of diagonal element of matrix A

Here matrix Ais 3 x 3

So Characteristic equation is given by

13

-1 A2+ s -

|A] =

s1 = sum of diagonal element of matrix A=8 -3+ 1=6

s2 = sum of minors of diagonal element of matrix A

_|:4 _2| |8 2|+|4 -3

=(-3-8)+(8+6)+(24+32)=(-11)+ 14 +8=11

8
Now |A| =

3

-8 -2
-3 -2
-4 1

=8 (-3 8)=(-8) (4 +6) + (-2) (-16+9) = 8(-11)+80 +14 =6

A-62+112—

6=0

Now, in LHS we replace 1 by A, we get

A6 A%+ 11A-6l
-8
A2— 3
-8
A=A A= 4 -3
3 —4

A -6 A+ 11 A-61=

74
40
33

(74
40
133

88
44
133

—32
—15
—16
-2 -32 -2
-2 14 —-15 —4
11111 -16 3
[26 —32 -2 8
14 —-15 —4|+11|4
111 -16 3 3
[156 —192 -—12
84 —-90 —24 +
L 66 —96
6 0 0 0 O
0 6 0 0 O
0 0 0 0 O

—-104 10

—-51 -=2|-6

-52 13
—104 10]
=51 -—-2|-
—-52 131
—88 —22]
—-33 22|
—44 11 |

LAY-6AH11A-61=0

Thus, A satisfy its characteristic equation.

To find A!, multiply equation (1) by A™!

-2
—4

74
40
33

-8
-3
—4

l

—-104 10
—51 —2]
—-52 13
-2 1 0 O
—2]-6\0 1 0
1 0 0 1

|
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AAT-6A2AH11AAT-6TAT=0
A2 6A+11T1-6A"=0 ..o, [AAT=1,1=1]
=6A"'=42-6A+111

26 —32 -2 8 -8 -2 1.0 0
=[14 15 —4 —6[4 -3 —2%11’0 1 0]=
11 -16 3 3 —4 1 0 0 1
~11 16 10 ~11 16 10
[—10 14 8 A-1=%[—10 14 8]
7 8 8 —7 8 8

1.13 Similarity of matrices:

Matrix A and B of order n x n are said to be similar to each other if there exists an
invertible n x n matrix P, such that AP = PB i.e. B=P'AP

For Similar matrices A, B, we have
i |Al=1|B|

Since A and B are similar, we have B=P AP

|IB| =|P1AP| [ Taking determinant of both the side]
= |P7||A] |P| = =|P7'P||A| = = |I]|A| = =|A] [As || =1]
~ |Al=|B|

ii.  Characteristic equation for A and B are same.
If A and B are similar to each other then
|A — AI| = |B — Al|, for all real numbers A.
|B —AI|=|P71AP — AI| [AsB=P!AP]
=|P71AP — AP7YP| =|P71(A — ADP| = |P7L||(A — AD]|P|
= |P=2PI|(A — AD)| = [I]](A — AD)| = |(A — AD)|

Since |B — AI| = |(A — Al)|, the similar matrices A and B have same characteristic
equation.

1.14 Reduction of matrix to a diagonal matrix which has elements
as characteristics values

If a square matrix A of order n has n linearly independent eigen vectors, then a
matrix P can be found such that P'AP is a diagonal matrix.

Proof: Let A be a square matrix of order 3.
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Let A1, A2, A3 be its eigen values and

X1 X2 X3
X1 =|V1|, X2 =|Y2|, X3 = |V3| be the corresponding eigen vectors.
4 Z2 Z3

Denoting the square matrix [Xi, X2, X3] by P.

X1 Xz X3
P=|Y1 Y1 Y3
Zy Zp Z3

AP = A [X1, X2, X3] = [AX1, AX2, AX3]
We know that, AX = 1X

s AX =X, AXe = 10X, AXs = A3X3
AP =[41X1, 12Xz, 43X3]

Axy Axx,  Azxs

=|l1y1 Ay1 Azys
Az Az, A3z

[X1 Xy X3 Al 0 0
=|V1 Y2 Y3]x[0 Ay 0]

|Z1 Zz Z3 0 0 43

=P D, where D is diagonal matrix.
~ P'AP=P'PD = P'AP=D
P constitute eigen vectors of A and is called Modal matrix of A.

D has eigen values as its diagonal elements and is called special matrix of A.

11 -4 -7
Ex. 1 Reduce the matrix A=|7 =2 —5] into a diagonal matrix.
10 -4 -6

Sol: We know that, D =P'AP
The characteristic equation of Ais |[A — Al [=0

11- 2 —4 -7
7 -2-21 -5 [=0
10 -4 —-6—41

Here matrix A'is 3 x 3
So Characteristic equation is given by 2> - s1 12 +s21- |A] =0
After solving for s1, s2and |A| , we get characteristic equation as,

B3R 421=024A-1)(A1=2)=0
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= A=0, A=1and A =2 are the eigen values.

Now consider [A - AI][ X |=

FRER JH ;

(11 = V) x—-4y-72=0;7x + (-2— Ay -52=0; 10x - 4y + (-6— A)z=0
Case i: A1=0 in above equations
11x-4y-72=0=>7x-2y-52=0= 10x -4y -6z=0

Now take any two equations. By rule of cross multiplication,

x _ -y _  z
20—-14  —55+49 —-22+28

Xi1=(1, 1, 1)’ eigen vector corresponding to A1 =
Case ii: A2=1 in main equations
10x-4y—-72=0=7x-3y—-52z=010x -4y -72z=0

Now take any two equations. By rule of cross multiplication,

x _ -y _  z
20-21 -50+49 —-30+28

X - zZ
:}-:_y:_
1 -1 -2

Divide by -1, X2 = (1, -1, 2)’ eigen vector corresponding to A>= 1
Case iii: A3 =2 in main equations

Ox-4y—-72z=0=>7x-4y—-5z2=0=>  10x-4y-8z=0

Now take any two equations. By rule of cross multiplication,

Take -1 common

X3 =(2, 1, 2)’ eigen vector corresponding to A3= 2

1 1 2
P=11 -1 1

1 2 2
Now for P!

We know that, P'= ﬁ adj P

We know how to calculate P! and adj P.
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After calculation we get P! =1 and adj P = [—1

[
-1
Pl==|-1
3
D=P'AP
—4 2
=[-1 o
3 -1
—4 2
=[-1 o
3 -1

2
0
-1

3

1

—2.

3
1
-2

1111 —4

7 =2

1110 -4
0 1
0 -1
0 2

=711
5/
—6l11

=>D=

4
2
4

—4

3

1 2
-1 1
2 2

0 0 O

0 1 0
0 0 2

2
0
-1

|

Whatever the eigen values is appear in the diagonal matrix.

3
1
-2

|

1.15Summary

In this chapter, we learned about types of matrices, matrix operations and a system
of simultaneous linear equations in matrix form. We now understand what is
adjoint of a matrix, invertible matrix and rank of a matrix and methods finding
these. Students can solve a system of linear equations by row-reducing its
augmented form. Students differentiated between Characteristics roots and

characteristics vectors also able to reduce a matrix to a diagonal matrix.
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1.17 Exercise

13
Exl.IfA—[_4
4 -1
Ex2. A=1|3 0
3 -1

=5
2

—4
—4
-3

], show that A? =1

] Show that A2 — 5A — 141 =0
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Ex 3. Show that AB # BA in each of the following cases.

c ) 1 2 3 1 1 0
a. A=[ ]andBZ[ ]b.AZ 0 1 OlandB=]10 -1 1
6 7 3 4 11 0 2 3 4

Ex 4. Find the inverse of given matrices

1 2 51 [2 -3 3
1)[‘2L é] »l1 -1 —1]3)[2 2 3]

2 3 -1 3 =2 2
Bxs.afA=[2 | showthat A’ = LA
Ex 6. IfA= [é _32_ , show that A>+3A +I = 0 and hence find A™'.

Ex 7. Find the rank of the following matrices

2 -1 3 1 -1 1 -1
11 0 1 1. -1 1 -1 1
LAl 2 —af 22471 -1 1 4
1 1 4 -1 1 -1 1
1 2 -3
Ex8.IfA=|2 3 2 |, find A! and hence solve the system of linear equations:
3 3 —4

Xx+2y-3z=-4; 2x+3y+2z=2; 3x-3y-4z=1[Ans: x=3,y=-2,z=1]

Ex 9. Use matrix method to show that the following system of equations is
inconsistent: 3x -y +2z=3:2x +y +3z=5;x -2y -z=1

(6 -2 2]
Ex 10. Show that the matrix A=|-2 3 -1
[ 2 -1 31
satisfies its characteristic equation and hence determine A™.
[ 4 -3 3]
Ex 11. Show that the matrix A=| 3 -2 -3
-1 1 2

satisfies its characteristic equation and hence determine A™.
. _[-1 37. . . ~_[1 0
Ex 12. Reduce the matrix A = [_2 4] into a diagonal matrix. [ Ans: D —[ 0 2] ]

19 7

42 16 0 0]

Ex 13. Reduce matrix A = [_ 0 -5

into a diagonal matrix.[Ans: D = [

KR JR R R R R )
AX A XS XS XS XX X4
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COMPLEX NUMBERS

Unit structure

2.0
2.1
2.2
23
24
2.5

2.6
2.7

2.8

2.9

2.10
2.11
2.12
2.13
2.14
2.15
2.16
2.17

Objectives

Introduction
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Chapter 2: Complex Numbers

2.0 Objective

After going through this chapter, students will able to

. Compute sums, products, quotients, conjugate, modulus and argument of

complex numbers.

o Understand the graphical representation of complex numbers
o Write the complex numbers in polar form, exponential form
o Learn about circular, hyperbolic function, inverse hyperbolic function

o Obtain relations between circular and hyperbolic functions

. Learn about graphs of the hyperbolic functions and logarithms of complex
quality

2.1 Introduction:

This chapter is concerned with the representation and manipulation of complex
numbers. It has some introductory ideas associated with complex numbers, their
algebra and geometry, algebraic properties of complex numbers, Argand plane and
polar representation of complex numbers, exponential form of complex numbers,
mathematical operation with complex numbers and their representation on
Argand’s diagram, circular functions of complex angles, hyperbolic functions,
relations between circular and hyperbolic functions, Inverse hyperbolic functions,
graphs of the hyperbolic functions. This includes how complex numbers add and
multiply, and how they can be represented graphically. Finally, we look the
logarithms of complex quality and application of complex number in electrical

circuit.

2.2 Complex number:

Imaginary Numbers: If the square of a given number is negative then such a

number is called an imaginary number.

Eg. v—1, v—2 are imaginary numbers.

We denote v—1 as 1.
Thus, V—4 = 2i,v/—=9 =3iand V=5 =i /5
Powers of i:

0=1,i'=i,2=-1,3=xi= (- xi=-,i*=i?x 2= (-1) x (-1) =1
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Thus - T ; —
’ i’=1,i'=1, *=-1,1*=-, i*=1

Complex Numbers: The numbers of the form (a + ib), where a and b are real
numbers and 1 = v —1, are known as complex numbers. The set of all complex
numbers is denoted by C.

~C={(a+ib)a,b€ R}
. : 3 5.
Eg. Each of the numbers (5 + 6i), (-4 + /3 1), and (Z - 1)

is a complex number.
For a complex number, z = (a + ib),
a =real part of z, written as Re (z) and b = imaginary part of z,
written as Im (z).
If z= (5 + 61) then Re(z) = 5 and Im(z) = 9.
Purely Real and Purely Imaginary Numbers:
A complex numbers z is said to be
1. Purely real, if Im(z) =0
ii.  Purely imaginary, if Re(z) =0
Thus, each of the numbers 2, -8, V4 is purely real and 31, (\/5_ 1), - % 11s purely
imaginary.
Conjugate of a Complex Number:
Conjugate of a complex number z = (a + ib) is defined as, Z = (a - ib).
Eg, 3+ 71)=(3-7i)
Modulus of Complex Number:

Modulus of complex number Z = (a + ib), denoted by |z| =+Va? + b2.

Eg. Ifz= (2 + 3i) then |z| =v22 + 32 =+/13

Ifz= (-5 - 4i) then |z| = /(—=5)% + (— 4)2 =41

2.3 Equality of Complex Number:

If z1 = a1 +ib1 and z2 = a2 +ibathen z1 = z2 < a1 = a2 and b1 = ba.

Ex. If 2y + (3x - y) 1 = (5 - 2i), find the values of x and y.
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Sol: Equating the real and imaginary parts, we get

2y+(3x-y)i=(5-21) = 2y=5and 3x—y=-2

(=>y=§and3x-§=-2 @yZSandXZ %
Hence x = % and y= g
Sum and Difference of Complex Number:
If z1 = (a1 +ib1) and z2 = (a2 +ibz) then
1. z1+z2=(a1+ax)+1(b1+b2) . z1 - z2= (a1 - a2) +1(b1 - b2)

Ex.1.z1=(3 + 51) and z2 = (- 5 + 21) then
z1+22={3+-5}+1(5+2)=(-2+T71)
z1-22={(3-(-5}+1(5-2)=(8+3i1)

Properties of Addition of Complex Numbers:

i. Closure Property: The sum of two complex numbers is always a complex

number.

ii. ~Commutative Law: Addition of two complex numbers is commutative.
For any two complex numbers z1 and z2, z1+ z2 =2z + zi, for all z1, 22 € C

iii. Associative Law: Addition of three complex numbers is associative.
For any complex numbers zi, z2 and z3,
(z1 +22) + z3 =21 + (22 + z3) for all z1, 22, z3€ C

iv.  Existence of Additive Identity: For any complex numbers z,
z+0=0+z=1z,0 is the additive identity for complex number.

v.  Existence of Additive Identity: For any complex numbers z,
z+(-z)=(z)+z=0

Thus, every complex number z has (-z) as its additive inverse.

Multiplication of Complex Numbers:

Let z1 = (a1 +ib1) and z2 = (a2 +ib2) then z1 z2 = (a1 +ib1) (a2 +ib2)
= (a1 a2- bib2) + i (a1b2 +biaz)
~ z1 72 = {Re(z1). Re(z2) - Im(z1). Im(z2)}+ 1{Re(z1).
Im(z2) - Im(z1). Re(z2)}

Ex. 1. Letz1 = (4 + 2i) and z2 = (6 + 3i) then
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21 22= (4.6-23) +i(4.3+62)=(24-6) +i(12+12) = 18 + 24i

Properties of Multiplication of Complex Numbers:

a.

Closure Property: The product of two complex numbers is always a

complex number.

Commutative Law:  Multiplication of two complex numbers is

commutative.

For any two complex numbers z1 and z2,

z1.2z2 = 72.71,for all z1, 22 € C

Associative Law: Multiplication of three complex numbers is associative.
For any complex numbers z1, z2 and z3,

(21.22). 23 =21. (22.23) for all z1, 22, ZzEC

Existence of Multiplicative Identity: the complex number

(1 +10) is multiplicative identity in C.

Let z= (a + ib) then

zx 1 =(a+ib). (1 +10) ={(a.1 -b.0) +i(a.0 +b.1)} =(a+ib)=2z
Similarly,zx 1 =1xz=zforallzeC

Hence, the complex number 1 = (1 + i0) is the multiplicative identity.
Existence of multiplicative Identity:

Let z = (a + ib) then

1

=1 1 @a-ib) _ (a—ib)
Z

(a+ib) (a+ib)" (a—ib)  a?+ b2

Clearly,zxz'=z"xz=1

Thus, every z = (a + ib) has its multiplicative inverse, given by,
Z' =_=_=; .‘.Zz'lzlzlz

Points to remember:

1. z=(a+ib)=>z=(a-ib)and |z]* = (a? + b?)

_ . 4_ Z _(a-ib)
2. z=(atib)>z PR

Distributive Laws: For any complex numbers z1, z2 and z3,
71. (22t 23) = 2122 + 2123

(z1 + 22).z3 = 2123 + 7273 for all z1, 22, zZ3€C
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Chapter 2: Complex Numbers

Division of Complex Numbers:

Let z1 and z2 be complex numbers such that z> # 0 then

z1 1 -1
—=Zl.—=Z1.722 .
72 72

Eg. Find = when z1 = (6+3i) and z2 = (3 - i)

z1 _
Sol: We have —=2.2 I

A _Z2 . (3-y  _ (3+1)
22 T oR T 3+ (=% 10
Zl_ -1
Z =7Z1.72
- (6+3i) (3+1) _ (6+30.3+D). _ (63-3.)+i(6.1433). _ (15+15i). _ 15(1+i). _ 3(1+D.

10 10 10 10 10 2

Some Identities on Complex Numbers:
For any complex numbers zi and z2,

. (mtzn)=zt+zt+2zn

ii. (z-zn)=z2+2"-2z22n

iii. (zi?-2%)=(z1+22) (21 - 22)

iv. (@+zn)y=z>+23+3z2(z+2)
v. (zmt+zn)P=z7-2°-321(21 - 22)

Students can solve these identities as exercise.

2.4 Graphical representation of Complex Number
(Argand’s Diagram):

Complex Plane or Argand Plane:

Let X’0OX and YOY’ be the mutually perpendicular lines, known as the x axis and
the y axis respectively. The complex number (x + 1y) corresponds to the ordered
pair (X, y) and it can be represented by the point P(x, y) in the x-y plane. The x-y
plane is known as the complex plane or Argand plane. X axis is called the real axis
and y axis is called the imaginary axis.
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T~
5_{9 &)
9('3'2) a(0r3)
< ~ .-i-{s-oJ\
e f(-30) -
i (03
c-4"® 39
T

Note that every number on the x axis is a real number, while each on the y axis is

an imaginary number.

The complex numbers represented geometrically in the above diagram are
(2 +41), (-3 +21), (-4 -31), (3 - 41), (5 + 01), (-4 + 01), (0 + 31), (0 - 31)
Represented by the points, A (2,4), B (-3, 2), C (-4, -3), D (3, -4), E (6,0),
F (-3, 0), G (0, 2) and H (0, -3) respectively.

2.5 Polar form of a Complex Number:

Let the complex number z = x + iy be represented by the point P (X, y) in the
complex plane. Let £ XOP = 6 and |OP|=r1> 0.

Then, P (1, ) are called the polar coordinates of P.
We call the origin O as pole.
Clearly, x =r cosf and y = r sinf
We have, z=x+1y =rcosf +1ir sinf
=1 (cosf +1sinf).

This is called the polar form, or trigonometric form, or modulus-amplitude form,

of z.
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Chapter 2: Complex Numbers

™Y
pCA )]
12 :
[ |
1
“; ! | 2 ” . > X
n.fqr' 4

Here, r = \/m = |z| is called the modulus of z.
And 8 is called the argument, or amplitude of z, written as arg (z), or amp (z).
The value of 8 such that -m < 8 < mis called the principal argument of z.
2.5.1 Polar form of x + iy for different signs of x, y: -
Method for finding the Principal Argument of a Complex Number
Case I When z = (x +iy) lies on one of the axes:
L. When z is purely real. In this case, z lies on the x axis.
1. If z lies on positive side of the x axis, then 8 = 0.
ii.  If z lies on negative side of the x axis, then 6 = m.

II.  When z is purely imaginary. In this case, z lies on the y axis.

el

1. If z lies on the y axis and above the x axis then 6 = —.

N

3

ii.  If z lies on the y axis and above the x axis then 8 = —.

N

Case Il When z = (x +iy) does not lies on any axes:

Im (z)
Re (z)

Step 1. Find the acute angle a by tan a = |

Step 2. Find the quadrant in which P (x, y) lies.
Then, 6 = arg (z) may be obtained as under.

1. When z lies in quad [; Then, 8 = a = arg (z) = a
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ii.  Whenzliesin quad II; Then, 8 =(r — a ) =2 arg(z)=(m — a )

iii. When z lies in quad III; Then, 8 = (@ — m)or (T + a ) = arg (z) =
(a —mor(m+a)

iv.  When z lies in quad IV; Then, 8 = —a = arg (z) = - «

™Y Y
P ) 4
ﬁ:(n—""
[ , |,
x’ m [v) « ;l [¢] ™
, T
wV." ' :E' 'HV'Y
/N Y i\Y
™ —> < u x
— 0 S w? O~ -
'X' o -Z("IT-"\) X X
’ piva
F vy 1L YV
Ex. 1. For following complex numbers find the polar form.
. z=(1+V3) ii. z= (-1- iW3)
Sol.i. Let z=(1+iV/3) i.e. x=l and y=+/3
We know that, Polar form =r (cos 6 + i sin 8)
We have to find e and 6
We know that, r =/x2 + y2==+/1+3=2
Sr=2
_|m@| _ |y] - |V3|
Let tan a = ol X~ | " | =3
tan @ = tan [+ tan 60 = /3, tan 60 = tan > w = 180]
T
a =

3

» points (1, V3) liesinI quad, ~ 0 =a -~ 0=

WA

=~ Polar form of z =2 (cos g +1sin % )

ii. Letz=(-1-iV3) ie.x=-landy=-+/3

Sol: We know that, Polar form =r (cos 8 + i sin8)
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We have to find e and 6
We know that, r=,/x2 + y2==+1+3=2 ~r=2
_|m®@| _ || = =8| -

Lettan a = re @ Iz |_1| V3

tan @ = tang [+ tan 60 = /3, tan 60 = tang.n = 180]
T

a=-
3

« points (- 1, -v3) liesin Il quad, ~» 0 =a — m

T T—31 =27
.'.9:__7'[: T e—
3 3 3

-2m . . —2T
-~ Polar form of z= 2 (cos — tisin—= )
Exercise:

Ex 1. If z is a non-zero complex number, such that 2iz2 = Z the find |z|

[Ans: |z|=1/2]
Ex. 2 If | z| = 1, then find the value ofE.

[Ans: z]

2.6 Exponential form of Complex Numbers:

We know that if x is a real number, then

2 3
eX=1+x+—+ + 4+ (1)
2! 3! 4!

Assuming this is true for all values of x (real or complex)

Let substitute 16 for x in equation (1)

. 202 303 4 N4
elf=1+ig+ 0 4 B8 B
21 3! 41
Put i’ =-1
N3 4
elf=1+ig-L_ 8 L O
ro31 41
2 4 6 5 5
o _q 0%, 0% e° (g .18, 05 8°
e (1—2' TP TIRE )+i(6 - ” ey EPPR )
We know that,
) i63 g5 @5 2 g4 96
sinf0=0 - — + —-—...... andcos0=1-— + —-—. . ..........
31 51 71 21 41 6!

= e =(cosh +1isind)
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~ Complex number z = X +1y (cartesian form)
=1 (cosf +1sinf) (Polar form)
=relf (Exponential form)

Exponential form of x + iy = r e'?

el? =(cos@ +isinf) and e =(cos@ - i sinh)

2.7 Mathematical operation with complex numbers and their

representation on Argand’s Diagram:

1. Addition of Complex Numbers:
Let z1 and z2 be two complex numbers.
z1= (X1 Hiy1) and z2= (x2 +iy2)
zitz=(X1+x2)+ti(y1+y2)
Graphical representation (Argand’s diagram):

Represent the complex numbers z1 and z2 by vectors OP1 and OP2

respectively.
AY
~%2
&(oc,f‘/f_)" P5C2'+".z’(7'*7")
o 7
NP GET )
V4
4
; GG ;?')-’ 2
]
P It i 1 A

v

Now complete the parallelogram OP1P3P.
By properties of parallelograms, opposite sides of parallelogram are equal

and diagonals of parallelogram bisect each other.
+0(0,0) and P (52, 222

We can calculate coordinates of Ps.

Let consider P3(X, Y)

-~ coordinates of P3,
X+0 _ x1+x2

2

= X =(x1+X2)

%= yl;LyZ =>Y=(y1+y2)
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Chapter 2: Complex Numbers

=~ coordinates of P3(x1 + x2,y1 + y2)

If we represent P3 in complex number as z3

z3=(x1+x2) +1(y1 +y2)

=x1+iy1+x2+iy2

3=711t122 [+ z1= (x1 +iy1) and z2= (x2 +iy2)]
Subtraction of Complex Numbers:

Let z1 and z2 be two complex numbers.

z1= (X1 Hiy1) and z2= (x2 +iy2)

z1-72=(X1-x2) +1(y1-y2)

Graphical representation (Argand’s diagram):

Represent the complex numbers z1 and z2 by vectors OP1 and OP2

respectively.

P2 M) Za

pew, Fp) %
Pt
..’/'/‘:‘ =y X
= \\\ZC/J”%,,:‘;.-/
4 // N/
/ 1’_‘ - —-%c e, — *z)_'f,-‘lz)

Jr

Take negative of complex number of z2

Now complete the parallelogram OP3P4 P1.

By properties of parallelograms, opposite sides of parallelogram are equal
and diagonals of parallelogram bisect each other.

+0(0,0)and P (=22, 2222

We can calculate coordinates of Pa.
Let consider P4(X, Y)
~ coordinates of P4,

2 2
=X oy=(yi-y)

~ coordinates of P3(x1 - X2, y1 - y2)
If we represent P4 in complex number as z4
Za=(x1-%x2) t1i(y1-Yy2)
= (x1 tiy1) - (x2 + 1y2)
74=171-12 [+ zi= (x1 +iy1) and z2= (x2 +iy2)]
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3.  Multiplication of Complex Numbers:

Let z1 and z2 be two complex numbers.

z1= (x1 +Hiy1) and zo= (X2 +iy2)

71.22 = (X1 - X2). 1 (y1 - y2)
= X1X2 FiX1y2+ixay1 - y1y2 [asi2 =-1]
= (x1X2- y1y2) +Hi (X1y2+x2y1)

Let consider the complex numbers in polar form.

Let z1 = (x1 +iy1) = ri(cosf 1+1isinf 1) = r1 %91
72 = (X2 +Hiy2) = r2(cos >+ i sinf 2) = 12 €92
Then z1. z2 =11 1 1, 02
— 111 (01+62)

=rir2[cos(01 + 62) +1isin(81 + 62)]

The product of the complex numbers is a complex number whose modulus
is the product of their moduli and whose amplitude is the sum of their
amplitudes.

Graphical representation (Argand’s diagram):

Let P1 represent zi = ri(cosf1+ 1 sinf1),

P2 represent z2 = r2(cosf2+ i1 sinf2) and OM = 1 unit

~
Pa (e ,0,+62)
rC s Ps) T Fa
; 0 ndd
° o2 Fi (2%
. o L m \.X
a4
We get A OP1M.
Construct the A OP3P> similar to A OP1M.
OP3 OP2 _ OP3 712
For modulus, — = — = —— == OP;=rin2
OP1 OM 11

To calculate argument,

£XO0P3 = 2£XOP2 + £P20P3=602+ 601 =01+ 02

Pi(r1, 61) represents the complex number ri(cosf1+ i sinf1) and

P2(r2, 62) represents the complex number r2(cosf2+ i sinf2).

Similarly, P3(rir2, 61+ 82) represents rir2 [cos(01 + 62) +1sin(01 + 62)]
whose modulus is the product of their moduli and whose amplitude is the
sum of their amplitudes.
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Chapter 2: Complex Numbers
Hence zi1. z2 giving simple graphical construction for a product.
Quotient of Complex Numbers:

The product of two conjugate complex numbers is a real number i.e (x +iy)
(x - iy)= x> + y* leads to the following method of division, where the
denomination is always expressed as a real number.

Let z1 and z2 be two complex numbers.

z1= (x1 +Hiy1) and z2= (x2 +iy2)

Thus, x1 +?y1 _x1 +?y1 ' x2—?y2
X2 +iy2 X2 +iy2 x2-1y2
_ (x1x2+yly2)+i(x2.y1-x1.y2)
B x22+ y22
_ (x1x2+yly2) | i(x2.y1-x1.y2)
o x22+ y22 x22+ y22

But it is more convenient to divide the complex numbers in their polar
forms or better in exponential form.

X2 +iy2  r2 eif? -

=~ The modulus of the quotient of two complex numbers is the quotient of
their moduli and amplitude of the quotient is the difference of their
amplitudes.

Graphical representation (Argand’s diagram):

Let 81> 62

Let P1 represent z1 = ri(cos@1+ 1 sinf1),

P2 represent z2 = r2(cosf2+ 1 sinf2) and OM = 1 unit along X axis.

Construct A OP1 P2 similar to A OP3M.
g oP2 rl rl

r2
= =" OP3 =__
OP3 oM OP3 1 T2

£2XOP3=2£X0OP1 - £XOP2 =01 - 02
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ii.

iii.

Pi(r1, 61) represents the complex number ri(cosf1+ 1 sinf1) and

P2(r2, 82) represents the complex number rz2(cosf2+ i sinf2).
We get, P3=( % , (01- 02) gives complex number

% [cos(01- 62) —isin (61 — 62)] which is equal to %

_|z1]
|z2]

z1
z2

z1
and arg T argzi-arg z
Z

Powers of Complex Numbers DeMoivre’s Theorem:

Statement: If n is any real number, one of the values of (cosf+ i sinf)" is
cosnf+ i sinnf.

Proof: Here we consider three cases.

1. n is positive integer ii. n is negative integer and iii. n is a fraction
Let n is positive integer:

(cosB+ 1 sinf)" = (cosf+ i sinf) (cosf+ i sinh)........ n times

=cos[O0+60+ ....... ntimes]+isin[8+6+ ...... n times]|
= cosnbf+ i sinnf

Let n is negative integer:

Let n = -m, where m is a positive integer

(cosf+1sinf)" = (cosf+1sind)™
1

== X -m_—_ _—
(cosf+1ising)™ [ a am ]
1 .
~cosmorismme L rom (D]
1 cosmf—isinm®

cosmf+ isinmf ~ cosmO—isinm8
__ cosmf-isinmé [ 2= 1]

cos? mO+ sin? mo )
= cosmf — isinm6 [+ cos?mB + sin>m6 = 1]
=cos(—m)@ + isin(—m)6

=cosn@ + isinné

Let n be a fraction:

= % , where p and q are + ve or -ve integer.
from (i) and (ii) we have,

6, . . 6 ..
(cos E+ 1sin ;)q = cosf+ 1 sinf

1 0 0
+ (cosf + isinf)e = cos;Jr i sin;

P
(cos8 + isinf)™ = (cosf + isinh)a [+ n= 2]
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1
— [ (cosf + isin@)a] = [cos§+ i sing]p

=cos? O+isin? @
q q

(cosf + isinf)™ = cos nf+ i sin nf
Ex 1. Express sin 30 and cos 30 in terms of powers of cos 6 and sin 6.
Sol: Using de Moivre’s theorem,
cos 30 + i sin 30 = (cos 0 + isin 0)
= (cos® @ — 3 cos 0 sin® 0) + i(3 sin O cos? O — sin® 0)
We can equate the real and imaginary coefficients separately,
i.e. cos 30 = cos® 0 — 3 cos 0 sin? 0 =4 cos® O — 3 cos 0
sin 30 =3 sin 0 cos? 0 — sin® 0 = 3 sin 6 — 4 sin® O
Ex 2. If z=(cos O + isin 0), showthatz“+zin=2cosn@andz”-zin=2isinn9

Sol: Let z = (cos 0 + isin )
By de Moivre’s theorem,
z" = (cos 0 + isin 0) "= cos n0 + isin nO

1 i ..
Z—nzznzcosne—mnne

1
zZ"+—

= (cos nO +1sin nb ) + (cos nO — isin nO) = 2 cos nO
Also, z" - zin =(cosnB +1sinnb ) - (cos nO — isin nO) = 2 sin no

. . 1+ cos 26 + isin26
Ex 3 Simpli 30
p fy ( 1+ cos 20— isin26 )

Sol: Let Z = cos 20 + 1 sin 20

As |z|=|z|2=zz‘=1,wegetz‘=§c0529-isin26

., 1+cos20 +isin20 _ 1+z _ (1+2)z _

"1+ cos20-isin20 :% - W -
( 1+ cos 20 +isin26
1+ cos20-isin20
Ex 4. Simplify (1+1)'®
Sol: Let 1 +1 =1 (cos 6 + 1 sin 0) then we get

rZWZﬁ;aZtan'IZ(%)ZE

O=a= % [ = 1+1lies in the first quadrant]

w (1+1) =2 (cos 7 +isin )

Raising to power 18 on both sides

(1+1)'* = [V2Z (cos 7 + i sin )] = V2 (cos ~ + i sin 7)'®

)30 =Z73%= (cos 20 + i sin 20)*° =cos 600 + i sin 600

By de Moivre’s theorem,
. 18w , . . 18 or . . 9
(1+1)!* =27 (cos Tn +1isin Tn) =27 (cos 7” +1isin 7”)

=27 (cos [4m + §]+isin [4m + %])229(005 g+isin §)=29i=
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ol: we have to tind 1*~

etz=1"ie.z’=1

| polar form, z*> = 1 can be written as

'=cos (0+2km) +1isin (0 + 2k ) = ™ k=0, 1, 2,...

=(cos%Tn+isinMTn)=ei%Tn,k=0, 1,2

aking k=0, 1, 2 we get,

=0,z=(cos 0+isin0)=1
=1,z=(cos = +isin Z) = (cos (r — Z) +isin (1 — 2 ))
-cosg +1sin gz-%Jri\/Z—g
=2,z=(cos4?n+isin%”)=(cos(7t+ §)+isin(n+§))

T . 3
=-cos— -isin —=---1i—
3 2715
The cube root of unity are 1, _1?\/5, _1_2i‘/§
e:
' i [ 2 . . 21
implify (—V3+ 30) [Ans: 2 V3 (cos — tisin=)

implify (sin%+i cos%)18 [ Ans: 1]

rcular functions of complex angles:

w that,

cos x+1isinx) and e™* = (cosx - i sin x)

—ix —

e (cosx+1sinx)+ (cosx -isinx)=2cosx
- e ™=(cosxtisinx)-(cosx-isinx)=21isinx
eix + e—ix . eix _ e—ix
=———and sinx = -
2 2i

re known as exponential values of the sine and cosine.

non-real quantity z, where the geometrical definitions of sin z, cos z no

1ave a meaning, we may regard them as defined as above so that,

eiz _ e—iz eiz + e—iz
— cosz =——
2i 2
sinz _ elZ—e717 . cosecz = 1 2
cosz i(elZ+eiz)’ sinz elZ —e~iz
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secz = 1 - 2 ; cotz = 1 _K e+ e_iZ)
cos z elZ+ ez’ tan z elz — g—iz

2.9 Definition of Hyperbolic Function:

Hyperbolic Functions: The hyperbolic functions are the complex analogues of the
trigonometric functions. The analogy may not be immediately apparent and their
definitions may appear at first to be somewhat arbitrary. However, careful
examination of their properties reveals the purpose of the definitions. For example,
their close relationship with the trigonometric functions, both in their identities and
their calculus, means that many of the familiar properties of trigonometric functions
can also be applied to the hyperbolic functions.

Definitions: The two fundamental hyperbolic functions are cosh x and sinh x,
which, as their names suggest, are the hyperbolic equivalents of cos x and sin x.

They are defined by the following relations.

e* +e ¥

Hyperbolic cosine of x, cosh x =

Hyperbolic sine of x, sinh x =2 5

cosh x is an even function and sinhx is an odd function. By analogy with the

trigonometric functions, the remaining hyperbolic functions are,

_sinhx _ (e*-e™) 2

tanhx coshx (eX +e™%)’ sechx = cosh e (e* +e7X)
. _ 2 . __1 _(e"+e™

cosech x sinhx (eX-e™X)’ cothx tanhx (eX—-e™¥)

Identities of Hyperbolic function:

1. sinh(—x)=-sinhx 2.cosh(—x)= coshx

3. tanh(—x)=-tanhx 4.1 -tanh?x =sech?x
5. cosh?x-sinh?x =1 6. sinh(x + y) =sinhx coshy + coshx sinhy
7. cosh(x +y) =coshx coshy+ sinhx sinhy

Now, we prove identity 5, rest of the identities can solve by students as exercise.

Prove that cosh? x - sinh? x =1

Proof: L. H. S. = cosh? x — sinh? x
_ [ eX + e‘x]2 [ eX — e‘x]2
2 2
e2X 42X e Xfe 72X 2X _p X pTX 42X
4 4
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[e2X +2+4 e™2* —e?* 4+ 2 — %]

[N IS N

[4] = 1=R.H.S

Prove that 1 - tanh? x = sech? x

Proof: Just now we proved, cosh? x - sinh? x =1
Divide by cosh? x

cosh?x sinh?x 1

cosh?x cosh?x cosh?x

1 - tanh? x = sech? x

2.10 Relations between Circular and Hyperbolic Functions:

By definitions of sin z and cos z,

. eiz _ e—iz eiz + e—iz
sinz = ——— and cosz =
L
Put z = ix
el _ p—i(ix)
sin(ix) = -
(ix) >3
e X —eX .
— : [.'.12 — _1]
21
-1 eX—-e7X iZ eX—eX ..
=—1 ] ==1 ] =isinhx
i 2 i 2
. ei(ix)+ e—i(ix) e X4 X
cos(ix) = . = = coshx
Thus, we have,
sin(ix) =1 sinh x; cos(ix) = cosh x; tan(ix) =i tanhx

These definitions enable us to deduce the properties of hyperbolic functions from
those of circular functions.

I. cos?z +sin?z=1.
—iz

Py

21

elZ + e—lZ

cos?z+sin?z=(

B eziz +2+e—2iz eziz _2+e—2iz 4 2

II. cosh?x-sinh?x=1.
Putz=ixinl
cos?(ix) + sin?(ix) =1 = cosh? x + (isinhx)*=1
= cosh? x + i’sinh? x =1 = cosh? x - sinh? x =1 [+i%=-1]

II.  sin (z1 £+ z2) = sin z1.cos z2 £ cOs Z1. sin 22
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Putz1 =ix and z2 = iy

sin i (X £ y) = sin (ix). cos (iy) £ cos (ix). sin (iy)

sinh (x £y) = sinh x. cosh y + cosh x. sinh y
Similarly, from the expansion of cos (z1 + z2), we get,
cosh (x +y) = cosh x. cosh y + sinh x. sinh y

We have following formulae for hyperbolic function which can be deduced from
those of circular functions by similar methods as illustrated above.

tanhx +tanhy

ry) c Y
a. tanh (x £ y) 1 +tanhxtanhy

. . . x+ X+
b.  sinh x + sinh y =2 sinh Ty .cosh =%

. . . X— X—
sinh x - sinh y = 2 sinh Ty . cosh Ty

x+y

X+
cosh x + cosh y = 2 cosh Ty . cosh .

. X+ . x+
cosh x - cosh y =2 sinh Ty .sinh =2

c. cosh?x= % (1 + cosh 2x) and sinh? x = % (cosh 2x -1)

2.11 Inverse Hyperbolic Functions:

Let x and y be two complex numbers.

If sinh y =x theny is called the inverse hyperbolic sin of x and is written as y =

sinh™1 x.
sinh™! x, cosh™! x, tanh™ x etc are called inverse hyperbolic function.
1. Provethatsinh™'x =log (x +Vx2 + 1)

Proof: Let sinh y = x then y = sinh™1 x

SiINnhy=X .......cceeiviinnnn (1)
sinh?y=x% ... (squaring both the sides)
sinh?y+1=x>+1........... (adding 1 toboth the sides)
cosh®>y=x>+1 ........oo.... ( *~cosh?@ — sinnh? 6=1)
coshy=vxZ+1........... (2) (Take square root )

Add (1) and (2)

sinhy+coshy=x++vx%+1
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ey — e_y
2

eY—eV eYteV eY—e Y+eY+e™
Lt =xtVxi 41l = > =x+vVx2+1

2 x+ V1= eV=(x+VxZ+1)= y=log(x+VxZ+1)

2

. ey +e™Y .
If x is real, we have, cosh y = and sinh y =

sinh™lx=log(x+Vx2+1)......... (+y=sinh™1x)
2. Provethat cosh™x=log (x +Vx2 —1)

Proof: Let cosh y = x then y = cosh™ x

coshy=xX.......coeiiinnn (1)
cosh’y=x..........c........ (squaring both the sides)
cosh’y-1=x%>-1............ (subtracting 1 from both the sides)
sinh?y=x%-1 ................ ( *~cosh?@ — sinnh? §=1)
sinhy=vx2—=1............ (2) (Take square root )
Add (1) and (2)
coshy+sinhy=x+m

eV +ey eV — oY

If x is real, we have, cosh 'y = and sinh y =

eY +e ¥V eY-eV
+ > =x+Vx2—1

2

ey +e V+eV¥—eY
=x+vVx?—1

2

2

2 x4 ViP—1 = e =(x+Vx2=1)
y=log(x +Vx2—1)
coshtx=log(x+vVx2—1)......... (y=cosh™tx)

1+x
1-x

3.  Prove thattanh ™l x = 21 log

Proof: Let tanh y = x then y = tanh™! x

tanh y = x

e (tan x= Sinx )

i SUPTTPPPTPPPIPPRERS P

eY+e™V 1

eYy—e™V x

eYt+e YV+eY—e Y  1+x x a X+ a+b
- — == ... (if === then =2 =222

eY+e Y—eY—eY 1-y y b x—y —b
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e V+e WV 1-y

2eY
2e”Y

_ 1+x

=1 1
y=3z8 15

tanh 1x = i log

Chapter 2: Complex Numbers

2.12 Differentiation and Integration:

y =cosh x, d—y=sinhx,

y = sinh x, d—z:COth’

y = tanh x, d—z=sech2x,
y:sinh_lza %«/ﬁ’
y=cosh_1§a %ﬁ’
y:tanh_lz, Z_zaz(_lxw
y:coseCh_lzs %x\/% ’
y=sech_1§, %ﬁ’

Series for cosh x and sinh x :-

» [ sinh x dx = cosh x
. [ cosh x dx = sinh x

~ ['sech? x dx = tanh x

2 =2 = ginh 1%
T VaZx? a
dx -1X
. | === =cosh™" =
f\/x2+a2 a
dx 1 1 X
# [—— = =tanh™1=
a?-x a a
dx 1 _1x
s~ [—=== ——-cosech™'=
xvVa?+x a a
dx 1 11X
. ITZ ——sech™ =~
xvVa?+x a a

2 3
eX =l x+ =+
20 3l
2 3
X — X
e 1- +2!-3! ....................
1 _ x2 x*
coshx==(e*+e™™)=1+=+=+.......ooi.u
2 21 4
. 1 x —x 3 xS
sinhx==(e*— e )=x+=—+=+..........ccc.......
2 3 sl
sinh x 1 3 2 5
tanh x = =X- =X — Xt i,
cosh x 3! 15
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2.13 Graphs of the hyperbolic functions:

First, we draw the graphs of e*,e™ and - e™*

Y
& r AT
_._.__—-—/ X
P ——
-2
- e
We know that,
e* +e* . eX —e™X eX — g%
coshx = ,sinhx = and tanhx = ~
e*+e¥
eX +e™¥ ¥ ¥
For cosh x, coshx = = +—

2 2 2

A
; -cosh 2
: -2
éf = .f_.-

* > X

Note: cosh x is an EVEN function. It is symmetric about Y axis and cosh (-x) =
coshx

Domain: { x € R} and Range: {y e R/y=>1}
X— - oo then coshx — oo and
x— oo then cosh x — o

For sinh x,

sinhx =

e¥ —e™* ¥ ¥
2

2

54



Chapter 2: Complex Numbers

» <
:-'1,-'"

= Sinh 2

Note: sinh x is an ODD function and sinh (-x) = — sinh x
Domain: { x € R} and Range: {y € R}
X— - o thensinh x — - o0 and
x— oo then sinh x — oo

For tanh x,

¥ —e ™™ _ sinhx

e
tanhx = =
eX+e™* coshx

Note: tanh x is an ODD function. It is symmetric about origin and tanh (-x) =

— tanhh x
Domain: { x € R} and Range: {y e R/-1<y<1}
Xx— - oo thentanhx — - land x— oo then tanhx — 1

The values of sinh x, cosh x and tanh x for x = - 00, 0 and + oo from definition are

as follows
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X sinh x cosh x tanh x
— 0 — 0 + o -1
0 0 1 0
+ o0 + o0 + o0 1

2.14 Logarithms of complex quality:

Letz=x+1y

Expressing the complex number in general polar form,
z=r1(cosf + sin 0)

X +iy =1 (cosf +sin @).............. (A)

Equating real and imaginary parts,

X=1cosf....ioiii. (1)
y=rsinf..........cc........ 2)
Eq (1)*+ Eq(2)*

x?+y*=r1%cos’ O + 1’ sin* @

x> +y?>=r?

S ey

Eq (2)/ Eq (1)

rsinf y
x

r cosf

tan @ =

RIL

6= tan"12
X

Take a log of Eq (A)

log (x +iy) =logr (cosf + sin @) =logre® =logr+ log e'?

=logr+i6 [loge=1]
) = 2 2 4 -1Y
log (x +1iy) =log /x* + y~ +itan .

1. Prove that log (x +iy) = log +/x% + y2 +itan"12

X

Proof: Let z=x + iy

[cos? 8 +sin® 6 = 1]
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Expressing the complex number in general polar form,
z=r1(cosf + sin 0)
X +1iy =1 (cosf +sin O).............. (A)

Equating real and imaginary parts,

X=1C0SO....ccoevvinn.... (D)
y=rsinf.................... (2)
Eq (1)*+ Eq(2)*

x? +y?=r’cos’ O + 1’ sin’ 8

X2y =12 (cos’ @ +sin” 6 =1)

Eq (2)/ Eq (1)

rsinf y
x

r cosf

tan 8 =

Take a Log of Eq (A)

Log (x +1y) = Log r (cos@ + sin 0)
(Take general value of Log)

=log r {cos (2nmr + 0) + 1 sin (2nm + 6)}
i(2n7m+6)

=logre

= log r + log e!@"7+6) [-: Jog mn=log m + log n]

=log+/x? + y? +i(2nm + 6) log e [~log m"=n log m]
; — 2 2 4 -1Y .. _
Log (x +1y) =logx*+ y“+1(2nm + tan x) [+ log e=1]

This shows that for different value of n, the logarithm of a complex quantity x + iy

is multivalued

Ex. 1. Prove that Log (1 +1) =~ log 2 +i(2n7 + )

Sol: we know that,

Log (x +1iy) = log /x% + y2? +i(2nm + tan‘lg
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L.H.S.=Log (1 +1)
= log VIZ + 1% +i(2nm + tan™' )
=log V2 +i(2nm + ) (< tan™'1 = 7)
i i
= log (22)+ i(2nm + Z)

=~log (2) +i(2nm +5)

Ex. 2. Prove that Log (-5) = log 5 +1(2nm + m)

Sol: we know that,

Log (x +iy) =log /x? + y2 +i(2n7 + tan™* %)
L. H.S.=Log (-5)
=log (-5) +2nm i
=log 5(-1) +2nm i
=log 5 +log (-1) + 2nm 1
=log 5 +log (cos m +isin )+ 2nm i (** cosm + isinw = 1)
=log 5 +log ™™ + 2nm i
=log 5 +imloge + 2nm i
=log5+i(2nm + 1)
=R.H.S
Exercise:

Ex1. Prove that log (27 = 2i tan” )

Ex. 2 Show that log (1 + e%®) =1log (2 cos g) +%i9, if-r<f<nm

2.15 j(=i) as an operator (Electrical circuits)

Jj operator is a mathematical operator which when multiplied with any vector, rotate
that vector by 90° in anti-clock wise direction.
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Anﬁ o §ssedrcn

(190

LY
Fa

A

j operator has assigned a value of v—1. Thus, it is an imaginary number.

When operator j is operated on vector A, will get new vector jA. This new vector
is displaced from displaced the original vector by 90° in anti-clockwise direction.
the magnitude of vector is remains unchanged when the vector is operated by j.

If the j is applied on the vector jA, the new vector j?A will be the 180° in anti-
clockwise direction. The new vector j?A is in opposite to the original vector A.
Hence j?A=-A.

Similarly, when j?A is operated with j, the new vector so produced j*A will 270°
ahead of the A. Hence, j*A =-jA. In the same way j*A= A

From above, we can say that,

Pe-lo P=Ri=d PR (0=

JA

J*A "“-J"A

33A
Y

We know that from Euler’s Formula,

e =(cosx+isinx)
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. T 13 . i .
Substitute x = 5 since cos — = 0, sin 5" 1, weget,e'z =i

If we take a radius vector of length ‘a’ along a horizontal line then
i— 1 e 1
ai=aez=1ia; ai’=ae®=-a; ai’=ae'z =-iajai*=ae?®=a
Thus, if we take a radius vector of length ‘a’ along a horizontal line the effect of
raising i to a power n is equivalent to turning this radius vector through an angle

T
n-.
2

1. Operation of j (=i) on a sin pt:

A sin pt is the projection of vector 04 (= a) on the horizontal line, where pt

is an angle made by it with vertical, as shown in the fig.

/\Y

A A

' /2 1

: ]

T I

P ]

- o -

x’ o x

Then j (a sin pt) represents the projection of 04’ (= a) on the horizontal line,
when OA4 is turned through %
= j (a sin pt) = Projection of 0A" on XOX’ = a cos pt
~ j (a sin pt) = a cos pt
ii.  Operation of (a + jb) on a sin pt:
(a+jb) sin pt = a sin pt + jb sin pt
=asin pt + b cos pt [from (1)]
~ (a+ jb) sin pt= VaZ + b? (sin pt + a), Where tan a = Z
Operation of (a - jb) on a sin pt:
(a-jb) sin pt =a sin pt - jb sin pt
=asinpt-b cos pt [from (1)]
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= (a - jb) sin pt = Va? + b? (sin pt - @), Where tan =§

. 1 .
iii.  Operation of —— on a sin pt:
p a+ijb p

. a—jb
Sin pt = P ]bzsmpt

a+ijb

| Sy

va? + b? (sin pt - @), Where tan a =

[from (i1)]

2+b2
1 .
7o Sin pt= \/?bz (sin pt - @)
Similarly,
. 1 .
_— [ — +
5 Sinpt=——— (sinpt+ a)

In electrical engineering, j operator has a great significance and application. You
will encounter this operator often in electrical machine, power system, AC Network
etc.

We know that impedance of a circuit is a complex quantity i.e. it is having real part
and imaginary part. Real part signifies resistive portion whereas imaginary part

denotes reactance part of the impedance.

In an electric circuit containing resistance R, inductance L and capacity C in series.
We know that, if current 1 flow through the circuit at any time due to applied
hormonic E. M. F. Eo sin pt, we have,

Er = RI in phase with I

EL = Lpl in quadrature with I (leading)
Ec = CI_p in quaduture with I (lagging)

Where Eg, ErL and Ec are voltage drops across R, L and C respectively.
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As current through reactance either lags or lead the voltage by 90* Therefore, this
reactance is represented by using j operator. The current through resistance remain
in phase with the voltage, hence resistance is taken as reference and reactance (say
E) is rotated with respect to this reference when operated with j operator.

The total impendence which impedes the circuit in AC circuit given by addition of
these vectors.

Hence impendence Z is written as Z = (R + jE). It may be noted that the capacitive
and inductive reactance are (-j/Cp) and jLp.

w2 =R+jlp+ (D)

. 1
=R+ (Lp )

If Eo sin pt be applied voltage, the current I in the circuit is given by,

EO sin pt
—p p— Z
|
EO sin pt
L] =25np
Z
EO .
=————sin pt
R+j(Lp —@)
1
Lp —

= ——5in (pt— a), where a = tan -

[R%+(Lp —5)?

1 . 1 .
[~ s smpt—ﬁ (sin pt - a)]

2.16 Summary:

Complex Numbers can be presented in rectangular, polar or exponential form with
the conversion between each complex number algebra form including addition,
subtracting, multiplication and division. We learned about introductory ideas
associated with complex numbers, their algebra and geometry, algebraic properties
of complex numbers, Argand plane and polar representation of complex numbers,
mathematical operation with complex numbers and their representation on
Argand’s Diagram, circular functions of complex angles, hyperbolic functions,
relations between circular and hyperbolic functions, inverse hyperbolic functions,
graphs of the hyperbolic functions. Finally, we looked the Logarithms of complex
quality and application of complex number in electrical circuit.
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2.17 References:

1. Applied Mathematics II by P. N. Wartikar and J. N. Wartikar
2. Higher Engineering Mathematics by Dr. B. S. Grewal

3. Complex numbers from A to Z by Titu Andreescu and Dorin Andrica

2.17 Exercise:

Ex. 11f|zl|=1,|z2|=2,|2z3 |=3and | 9z1 z2 + 4z1 z3 + z2 z3 | = 12, then
find the value of | z1 +z2 + z3 |. [
Ans: |zl +2z2 + 273 |=2]

Ex.2 z1, z2, and z3 are complex numbers such that z1 + z2 + z3=0 and
|z1 | =| 22| =| 23 | = 1 then find z:*> + z2* + z33

[Ans: 0]
Ex. 3 Find the fourth roots of unity [Ans: 1,1, -1, -i]

Ex. 4 Find all cube root of (/3 + i)
[Ans: 2!73 (cos 5 Tisin —) 213 (cos %'+ jsin —) 213 (cos 22 + 1 sin 215%:)]

Ex. 5 Simplify ( 1t \/_)10 [Ans: (cos Z?n + 1 sin 2?ﬂ)]

Ex 6 Prove that Logi=logi+2nmi

Ex 7 Prove thati log (z—: )=1 -2 tan’'x

+ib 2ab

) a? + b2

Ex 8 Show that tan ( 1 log

O % % % % % o
AX A XS XS XS X R XS X4
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Unit 2

3

DIFFERENTIAL EQUATION

EQUATION OF THE FIRST ORDER AND OF THE FIRST DEGREE

Unit Structure

3.1
3.2
3.3
3.4
3.5
3.6
3.7

3.8

Objectives

Introduction

Ordinary Differential Equation

Separable Variables - Differential Equation
Equations reducible to homogeneous forms
Existence of a solution for a differential equation
Homogeneous polynomial

3.7.1 Homogeneous function

3.7.2 Homogeneous Differential Equation

3.7.3 Non Homogeneous Differential Equation

Exact Differential Equation

3.9 Integrating Factors

3.10 Integrating Factor of a homogeneous equation

3.11 Linear Equation and equation reducible to homogeneous form

3.12 Partial Differential Equation-An Overview

3.13 Summary
3.14 References

3.15 Questions

3.1 Objectives

recognize and solve problems in ordinary differential equations

Understand the application of differential equation in physics and

engineering branches such as electronics, electrical, mechatronics etc.

Evaluate first order differential equations including separable,

homogeneous, non-homogeneous exact, and linear and partial
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- Identify research problems where differential equations can be used to

model the system

- Analyze mathematical models to solve application problems such as
circuits, population modeling, orthogonal trajectories, and slopes

3.2 Introduction

In an equation constituting of dependent and independent variable, when the
derivatives of the former can be represented with respect to one or more
independent variables such equations are called Differential Equation. Some of
the differential equations that can be solved by standard procedures are as
follows:

- Differential equation in which variables are separable
- Homogeneous differential equations

- Non homogeneous differential equations which can be reduced
homogeneous differential equations

- Linear differential equations

- Bernoulli’s differential equations that are nonlinear and can be reduced to

linear form.
- Exact differential equations

A first order differential equation is an equation that can be represented in the

form

F (t, y, dy/dt) = 0 or in other words F(t,y,y")
Equation 1

where y' is the first order derivative of y
This equation can also be represented as
F(t, f(t),f'(t)) = 0 for every value of t
Equation 2

and is function of three variables (t,y,y’).

A differential equation’s order is determined by the highest-order derivative
whereas the degree is the highest power to which a variable is raised within an
equation. The higher the order of the differential equation, the more arbitrary
constants need to be added to the general solution. Below are a few examples that

depict different scenarios
Examples y"+y"+y +c =0 Equation 3
y —y =4 Equation 4
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3.3. Ordinary Differential Equation

Ordinary Differential Equation (ODE) is described as the relation having an
independent variable x,a dependent variable y and associated derivatives of y.
The order of the ordinary differential equation is the order of the highest
derivative in that equation. Few examples of ordinary differential equation are as

follows:
Equation Order Degree
y3 + x3dy/dx =0 1 3 Equation 5
y3 + x3d?%y/dx? =0 |2 4 Equation 6
Example 1

dy/0x = 4y —2 0y/4y-2=0x

f dy/(4y —=2) = ox

1/4 log |4y —2| =x+c

log |4y — 2| = 4x+ 4c

4y — 2 =(+—)etr+ac

4y = (+—)e** 442

y = 1/4(+—)e**+4+ 1/2

y = (+-)1/4exp(4(x + ¢c)) + 1/2

Let C = 1/4exp(4c)

y(x) =Ce*™+1/2

2 —4Cet

4y-2 =4Ce™

4y = 4Ce™ 42

Substituting for y in the above
4(Ce*™+1/2) = 4Ce*™ +2

The two equations are proved equal.

With y(2) where x =2 and y(2) = 4 the proof is as follows :
y(2) =1 then

Cet+112=1

Ce®=1/2 or C =1/2(e’®)

4(1/2¢8.e84+2) = 4(1/2¢%. e¥) +2=4 Ans
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Example 2
=0dy/0x = 7y’x* and y(2)=3
= dy/7y* = x’dx
=1/7[ dy/y* = [ x3dx

1 o241 _ x*
= —= = —+4¢C
7Y 4

=(-Dy ! = 7x*+c

y = —1/(7/4(x")+c) =7
Xt +e
Putting x =2
3 =(0-1)/(7/4(16)+c¢)
3=-1/28+c
c=-—85/3
y= (%)(X;l_)%s Ans
Z_Z = % %leﬂ) = (%xixjc)z = 7x3 X y? wherey= v

3.4 Separable Variables - Differential Equation

Variables are said to be separable when all the similar terms are on the same side
i.e. x and dx on one side and y and dy on the other side. The general

representation of the equation is as follows :

f(x)dx = g(y)dy (or) f(x)dx + g(y)dy =0 Equation 7
Consider an example as follows:

(y2+1)dy + (x2 +3)0x=0

[?2+1)oy +[ (x> +3)9x=0

3 3
L ty+Z +3x=c
3 3
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Examples
a)
A dy = 2\
fl-l = 2_‘-( 1+4* )(.' «— Separable differential equation Z = 2“(1‘*]v )e
dx : :
dy=2xe" dx 1 2, —
1+9° ° tan” y=e" +C +— We now have y as an implicit
1 . function of x.
I ~dy = I'.’.\‘ etax  UTF 5 ) o :
1+ y° du=2x dx tan(lan" ~\‘) = Ian(e‘ +C) We can find y as an explicit function
1 of x by taking the tangent of both
I —dy = J.u”du 3 sides.
l+y ,\'=ta11(e‘ +(')
tan"' y+C, =¢"'+C,
tan”' y+( =€ +C, Notice that we can not factor out the constant ', because

b)

tan™' y =¢" +C «— Combined constants of integration

the distributive property does not work with tangent.

dy/ 0x = eXV +x2e Y =eV(e* + x?)
=dyle™ = (e* + x?) dx

=[eYdy = [e*ox + [x?0x

=eY = e’“rx3—3 +c Ans

y - x dy/dx = a(y? +dy/dx)

=y - xdy/dx = ay2 + ady/dx

=y - ay? = dy/dx(x+a) = dx/(x+a) = dy/y-ay?

Jdx/(x+a)=[dy/y — ay®
1 A B

y(1-ay) - y 1l-ay

1 =A (1-ay) +By

1 =A-a(Ay) + By

1-A = -y(aA -B)

[-A=-yory=A-1

B-aA=1-Aif A=1thenB-a=0or B=a
Jax/(x+a)=[dy/y — ay?

l/y(1-ay) = Aly +B/1-ay

Let

Upon integrating it is

log y +a(-1/a)log(1-ay) = log y - log(1-ay) = log(y/1-ay) +c
log (x+a) = log(y/1-ay) +c

log(x+a) -log(y) +log(1-ay) =log ¢
log(x+a)(1-ay)/logy =log c
(x+a)(1-ay) =cy Ans
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Example

y(1+x)dx +x(1+y)dy = 0
(1+x)dx = -x(1+y)dy

(1+x)dx/x = -(1+y)dy

f Zfdx= -2~ fay
=logx + x = —logy —vy

= log [x |[*log [y[ +x+y =c

=log| xy| +x+y =c

3.5 Equations reducible to homogeneous forms

A function f(x,y) is called Homogeneous of degree n if
J(x)=1" f(x,»)
Equation 8

and where t is a nonzero real number. Thus

10 10
a,/xy,x +y2 and---sin(%)

x? + y

Equation 9 are homogeneous function of degree 1, 8 and 0 respectively

dy
. : : =Sy
A first order differential equation of the form @x is said to be

homogeneous if the function f depends only on ratio of (y/x).Thus first order

homogeneous equation are of the form
D _ o 2
Equation 10

and is transformed into an equation that is separable by substituting y = vx and

dy ( dv
— = v 4+ x| —
adx adx Equation 11

and
g(v) =v+x(dv/dx) and [ dv/(v-g(v)=— [dx/x

Equation 12
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a)

b)

d
(x-y)5s = x+3y

x+3 d x+3vx 1+3h
B S hx——h+—— =
x=y 0x ox X—vx 1-h
_ Oh _1+3h __1+3h—-h+h? _ 1+2h +h?

ax 1-h 1-h 1-h

dx _(1-h)
=—=—-— =log|x| +c =

x (1+h)2 gl | + f(1 h)2

Putting m = 1+h

f———log|m| e h)log|1+h|

= h) log|1 + h|

=2

-2 2
=log|x| +¢ =—3- 1og|1+§| = log|x| +C+ﬁ+log =0

X

2x
log|x+y| ~ c Ans

Solve : (x + 9y — 7)dx = (2x + 3y — 6)dy
dy (x+9y-7)
dx (2x+3y—6)

dy _ dx
x+9y-7 2x+3y —6

Letx = X+h,y = Y + k here h and k can be solved for their values
Equations to be considered are as follows:

(h+9k —7) and (2h + 3k — 6) that are solved to get h = % and k = %

dy _ X+9Y+(h+9k-7) dy _
dx  2X+3Y+(2h+3k—6) ox

—LetY = hXthen & a =h + X% i.e.equal to

X+9Y v _ X+9hX _ 149 . Xﬂ _ 149k _h:1+7v—3v2 _ g
2X+3Y ox 2X+3hX 2+3h 2+3h 2+3v 0x
2+ 3v X
T 327 =X
2 +3v
fmav = log|X| +c

2[—2 13— __1og|X| +c

1+7v—3v2 1+7v—3v2

3

2log (1 + 7v — 3v?) +3vlog(1 + 7v — 3v?) +(1+7v—_svz)é’2_)

=log|X| +c
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2log(1+72 -3 +3(log1+76) - 3 * (1+7(¥)3_(§()£) 5 loglX| +
c Ans
Example
sec’xtany dx + sec’ytanxdy = 0
sec?x Ix = - sec?y tan x dy _ t'anx ay _ sec?xdx — ox ' oy
tany sinycosy  tanx sinxcosx  sinycosy

Upon integrating

ox ) sin? x +cos? x)0x
[ = [ 2 i logle| = [t D)
Sinxcosx sinycosy Sinxcosx

_ f (siny+cos?y)dy
sinycosy

sinx cosx
f 6x+f m 6x+f

Ccosx

+¢c=0

ay +[ 22 gy=c

siny

siny
cosy
= log (secx) + log (sinx) +log (secy)+log(sin y) = log(c)
=log (tanx)+log(tany) = log(c)

=log (tanxtany) = log(c)

=tan x tany = ¢ Ans

Example

The cost of producing x socks is 6 + 10x — 6x? . The total cost of producing a pair
is INR 100. Find the function representing total and average cost.

Cost =6 + 10x — 6x>

£ 6+10r—6=[dc = [(6+10x—6)dx +k

2 3
C=6x+10x?-6%+k=C=6x+5x2-2x3+k

When x =2 and C = 100 then K = 84

. . . 6x+5x2 —2x3 + 84
Hence Average Cost if there are x units of socks is " Ans

Example

A curve passes through points (1, 2) and lines to the curve pass through the point
(1,0). Formulate the equation of the curve using differential equation

Slope of a line given by y =mx + ¢

gy/dx = m=212"0 =22 ¥ - X
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Slope of a normal at any given point P(x, y) is represented by —g—; = g

=[ydy=— [(x —1)ox +c=—x;+x+c

2

-—+X+C

y:_ ox
2 2

Passing through points (1, 2) we have ¢ = g S1=2

N

: _3_»y % — 24 2 -2 = 2
Puttlngc—z—7+?-x- =y"+x°-2x-3=y° =2x-x*+3 Ans

N W

Example

A sum of INR 4,000 is compounded at a 10% per annum rate of interest. In how

many years will the amount be double the original principal? (log. 2 = 0.69)

Principal = P, Rate of Interest = 10 percent per annum, Sum = P+ P*(%)

5 = 100t fp wfat+c log,|P| = (0.1t) +c =P elte

¢’ et =4000=c>whent=0and e =1, = 8000 = 4000e’', 2 =, /10 = log 2
.69 =1/10, t = 6.9 years. Ans

3.6 Existence of a solution for a differential equation

The general solution of the equation dy/dx = h(x, y) and has the form f(x, y, C) =
0, C being a constant. Below is the theorem that presents the scenario :

A general solution of dy/dx = h(x, y) exists over a region S of points (X, y) based

on certain conditions
a)  h(x, y) is continuous and single-valued over S
b)  0Og/0y exists and is continuous at all points of S

The general solution f(x, y, C) = 0 of a differential equation dy/dx = h(x, y) over
some region S consists of set of curves, where each curve represents a particular
solution, such that through each point in S there passes one and only one curve
for different values of C.

The differential equation associates with each point (xo, yo) in the region S a

direction that is given by
dy
m = £|X,y :h(X’y)

The direction at each point of S is the tangent to that curve of the family f(x, y, C)
= 0 that passes through the point.
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A region S in which a direction is associated with each point is called a direction
field. For an equation such as y = x? +c the direction would be 2x. The curves or
parabolas can be represented as shown in the diagram

3.7 Homogeneous polynomial

A polynomial whose terms sum to the same degree with respect to all the
variables taken together. Thus

m? + 2mn - 2n? degree 2 homogeneity

2m’n + 3 m?n® + 5n*  degree 4 homogeneity

2m + 5n degree 1 homogeneity
3.7.1 Homogeneous function

A function is said to be homogeneous when we can take a function: f(x, y) and
multiply each of the variable so that the function is of the form n: f (nx,ny) and
represent it in the form zn f(x, y).Thus

2m? ln(%)+ 4n? is homogeneous of degree 2

. m .
m? n +n’ sin (=) is homogeneous of degree 3

3.7.2 Homogeneous Differential Equation

A homogeneous equation is a differential equation of the form

M(p, q) dp + N(p, q) dg =0
Equation 13
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where M(p, q) and N(p, q) are homogeneous functions of the same degree.Here
variables can be separated by substitution by introducing a new variable p = sq
(or q = sp), where s is a new variable.

Note. Differentiating p = sq gives dp = s dq + q ds, a quantity that must be
substituted for dp when sq is substituted for p.

Example

Solve the equation

(< -y?)dx + 2xy dy = 0]

Solution Separation of variables though not possible the can be represented as
homogeneous function as follows. Substituting

’y:VX and dy=vdx+xdv‘
we get
(x2 - vAx3)dx +2x(vx)(vdx+xdv) = ()
x2dx - vix2dx +2vi2dx + 2x3vdv = 0
x2dx+v2x2dx + 2x3vdv =0
(1+v*)x2dx = -2x3vdv
dx/x =<=2v dv/(1+v?)
Upon integrating

dx f vdv
(1+v?)

X
= -log (x)+ log C = log(1+v?)
=x(1+v}) =C

Since y = vx
=X(1+y) =C

2 + 2
:X((x xzy ) — C
=x?+y?=C Ans

3.7.3 Non Homogeneous Differential Equation

These can be represented in the form as follows:

0y _ px+qy+r

ox priay i Equation 14
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We can now replacex =X +handy=Y +k

PX+M)+q(Y+k) +1 pX)+ph)+q(Y) + q(k) +r __pX +q(Y) +ph+qk+r
pr(X+h) +q/(Y+k) +17 p/(X)+p’(h) +q/(Y)+qr(k) +r/ p'(X) +q/(Y) + prh + q'k +17r

ph+gk+r=0;p'’h + gk +r'=0; ph+qgk=r1;p'h + qk=-r";

ro_ _
=TT apd k= 2P and subject to the condition that the term pq’ -
pq’ -p'q Pa’ - p’q

p’q # 0 the equation takes the form as follows:

oY _ pX+qY

that is transformed into a homogeneous equation.
0X pIX+qry

If pg — p'q =0
then the values of h and k are infinite and the method is not suitable to find th
of a non homogeneous differential equation. If pq" — p'q = 0 then

2, =2 -1 e p’ =np and q’ =nq and the differential equation becomes

p q’ n
6_y _ px+qy +r . 6_y _ i pxtqy+r _ px+qy+r
Ix p'x+q'y+rr dx npx+ngy+rr  n(px+qy)+rs
? gy oy (- +
v y oy (Gx~ v+ c _
VvV = pX =—=pt+tq—= === = =F(v) =0x =
px + ay ax pTq ox ox q nv +c/ ( )
av . .
———— that which can be integrated.
p +q (F(V)
Example

. _oy_ ey
(6x —4y + )3 =Gx—2y + D= =05 71

: : ov ay @
Following the above transformation let v =3x — 2y, — =3 — 2 % = ﬁ
ov
3% _ v+l _ v _2v+2 _ , 2042 _ 6V+3-2v+l _ Ov _ 4v+4
2 20+ 1 0x 2v+1 2041 2v+1 Toox 2v+l
2v+1
=gx = &
4v+4

=%{V+%log 4v+l)}=x+¢’

= {v+5 log (4v +1)} = 2x +2c

={v +§ log (4v +1)} = 2x +¢” where ¢’ = 2¢, v + %log @v+1)=2x+¢
= 3x - 2y = v and substituting for v in terms of x and y we get value of ¢’
=3x-2y + % log {4(3x - 2y) +1} =2x +c’

=x-2y+ % log {4(3x - 2y) +1} = ¢’ Ans
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3.8 Exact Differential Equation

The total differential of a function u(x, y) is, by definition

a s Su(x, v
(u(;.))dx N dulx })dr

ox » Equation 15

du(x,y) =

The exact differential is given as follows:

3 ; oulx.y
du(x,y) = (u(_;nj]dx + (“(_\Y ”dy 0 E . 16
ox o = quation

or

M (x,y) dx + N (x,y) dy =0
For example to see if this equation is exact or not

(3x2y -y)dx + |(x3 -X+ 2y)dy| =0

M) ™)

M _3x2-1 2 =3¢ 1Ans
ady ox

In the above the left hand side is an exact differential of the right side of the
equation hence the differential is said to be an exact differential or in other words
a relevant factor u(x, y) known as integrating factor has been appended to the
given differential equation.

[I3 = x + 2y)dyl =x3y —xy + y? upon differentiating with respect to x

gives 3x%y —y which is the left side of the equation . Here the integrating
factor is y.

Similarly considering another example

2ydx + xdy = 0 This cannot be considered as an exact differential equation but if
it multiplied by x then it gets transformed into an exact equation

=(2xy)dx + (x)dy=0=M (x,y) dx + N (x, y) dy =0
=M _ox and 2L =2x and also

ox
[x% 0y =x%y +

¢ whose differential is the equation in the left halfi. e. (2xy)dx ,here “y” is
again an integrating factor.

Few more examples to showcase whether the differential equations are
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exactornot = (2xy —3x%)0dx + ( x> — 2y) dy With respect to y and
M _ N _
X=5, = 2x and Pl 2x they are exact.

Now there exists there is a function u(x, y)of which the left hand side is
exactly the total differential. To find this function we integrate as follows
without terms in x [ N dyand that is [-y?]. [ Mdx = [(2xy — 3x?)dx
The final result is as follows : xy?-x> - y>= ¢ the general solution
Example

=(xy? + x)0x + (yx¥)dy = 0

=M= (xy? + x),N=yx?

oM aN

— = 2xy,$ = 2xy Hence they are exact

Integrating M dx and N dy we get
=[Mdx =y*x?/2+ §2+ c(y),

Differentiating with respect to y this previous equation

f(x,y) = x%y +dc/dy and dc/dy = 0

Hence the generalized equation becomes x* y?> +x2 = ¢ is the general
solution.
Example

(ycosx +siny+y) _ 0y
(sin x +xcosy+x) 0x

. oM
M =ycosx +siny +y, 5y cosx +cosy +1

. aN .
N = sinx + xcosy + X,-— = cosx+cos y +1 hence the equations are exact

= [(ycosx + siny + y) dx + [(terms of N not containing x) dy = ¢
= ysinx +(siny +y)x =¢ Ans

Example
= (1+2xycosx? - 2xy) dx +(sinx? - x*)dy = 0

oM_dN .
== 2xcosx? - 2x L.e. equation is exact

=[(1 + 2xycosx? — 2y))dx + [(terms of N not containing x) = ¢ Ans
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Example
2xydx + (x? +3y?)dy = 0
_ _ 2 2 OM_ oN _
M = 2xy, N= x* + 3y o 2x and ™ 2x
Hence these equations are exact
Now to find function u(x, y) we have [ Mdx = x%y + c(y) and

Substituting the expression for u(x, y) in the 2" equation
We have u(x, y) = %(xzy + c(y) ) ie x*+c'(y) = x>+ 3y?.

Hence ¢’(y) = 3y?
Hence the integral of last equation in the above is given as [ 3y2dy =y?
The final form is x2y + y*= C Ans

Example

(6x? -y +3) dx +(3y” - x -2)0x

oM N .
5 -1 and Pl -1 Hence the equations are exact

Now to find function u(x, y) we have f Max = 2x3-xy + 3x? +k(y) .
Now 8f/dy = -k(y) + (-x) = 3y? - x -2
So the final equation becomes: 2x3 -xy +3x+3y*-2 =¢

Example
(3x2 +4xy)dx +(2x>+ 2y)dy = Mdx + Ndy = 0
dM/dy = 4x, dN/dx = 4x and hence the equations are exact
Integrating M(x,y)dx = [ (3x2+4xy)dx = x> +2x%y +k(y) = f(x,y)
Differentiating with respect to y
df/dy = 2x* +0/0y(k(y) = 2x> + 0k/dy = 2x*>+ 2y
So dk/dy = 2y Upon integrating k(y) = y> +¢’

f(x,y) =x> + 2x%y +y*+¢’ =¢” = x>+ 2x%y +y?= ¢ is the general solution.
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3.9 Integrating Factors

The equation Pdx + Qdy cannot be represented as an exact differential
equation, then there exists a multiplying factor p that is a function of x and y that
makes the equation exact. This factor is otherwise known as the Integrating
Factor.

A given differential equation assumes the form as follows;
9y -
2 M(x)y = N(x)
Equation 17
then the integrating factor p is defined as follows:

n= efM(x)ax

Equation 18
Where M(x) (the function of X) is a multiple of y and p denotes integrating factor.
OR

Z+PW=Q
g_i’ efPax +y(efP6xP) — QefPax

Upon integration

yefPax — erfPax dx +c

Equation 19
For example consider the function
(X—y)0Xx +x0y = 0 or xdy=—(x—y)dx or —= =2 where Tx is
considered as M.

The steps for the integrating factor are as follows :The differential equation is
represented in the above form and the value of M(x) is found out. The integration
factor needs to be calculated i.e. p.The equation at the next step needs to be
represented as follows:

Ke + M)y = pN(x)

On the left-hand side of the equation, a particular differential is obtained as
follows:

d
x (wy) = pN(x)
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In the end, integration of the expression needs to follow and the required solution

to the given equation is represented as: py = [uN(x) + C.
Now considering this equation (x —y)dx +xdy =0 here M = x-y and N = x

oM aN .
hence o -1 and Pl 1 and the equations are not exact.

In order to make the equations exact the p should be such that :i; should be equal

aN
to -
. . . 1 aM - aN _ 1
Hence if we multiply M and N with — then == ==’ and =~ =~ then
x ay x x x
. i . oM 1 aN 1
differentiating M and N gives us the results as follows: — =-— and — = - =
ay x2 dx x2

hence p = - le and this becomes the integrating factor.

Example
Solve the equation: (xy? — 2y*)dx + (3 — 2xy?)dy = 0.
The given equation is not exact, because
Z—I; = 2Xy - 6y2,g—lz = 2y? and the equations are not exact

We try to find the general solution of the equation using an

integrating factor. Calculate the difference i.e. Z—IZ - Z—I: = 2xy -4y?

1( aM AN )= 2xy —4y?
M* dy ox xy2-2y3

_2
y

and the integrating factor is p that is dependent on y.

_ 2 dp _ 2 1 0pn, _ 2

__’__-2 s _)___

y 0y p-ay y
Upon integrating

dy 1

_2 = l = =( +-)—

[ =nlyl=p=(+)3
Now the exact equation is got i.e.

(2 = 2y)/y? 9x + (3 = 2xy?)/y? 0y = (x = 2y) 0x + (3 ~2x) =0

oM N

— =-2, —=-2. Now to find u from the above
ady dax

au

du_ 3 .
— = X-2y and a—;l = =2x,u(x,y) = [ (x — 2y)dx = x? - 2yx + (this is from

the first equation and from the second equation

0 3 ' _3 ' — 3
5( xz_Zyx+®):y_2_2xz_zx+@(y)—ﬁ—Zxand(D(y)— ;,Q(Y)
— (2 ov=.2

Hence the final equation becomes x? - 2yx - 3 =c withy =0 Ans
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Example

y(log y )ox + (x-log y)dy = 0
0x/dy +x/(y log y) = 1/y which is a leibnitz’s equation in x

flay

Integrating Factor = e’vlogy = el09(l09y) =Jogy

Thus the solution is as follows: x (LF.) = [ %(Integrating Factor)dy + ¢
=xlogy={ %(Integrating Factor)dy + ¢ = (1/2) (log y)* + ¢

=x=(1/2) log y + c¢/log y Ans

Example

Solve (x + 1)% - ye¥(x+1)?

Z_i - y/(x+1) = e*(x+1) here P = - 1/(x+1) and [ Pdx

—_[0ox __
= fx+1 log (x+1)

Here integrating factor is as followsie/ P = elogG+D1™ — /51

As per the above equation y. (Integrating Factor) =
[ e¥(x+1)(Integrating factor).0x + c

y(1/(x+1) = [ e3* 9x +¢ or y = (x+1)(c+1/3e3%)
Integrating Factor found by Inspection
Example
y (2xy +e¥)dy +2xy*dx =0
Dividing by 1/y? that is the Integrating Factor then equation becomes

[Mox + [(terms of N not containing x) = ¢

ex
=—+x2=c Ans
y

3.10 Integrating Factor of a homogeneous equation

If Mdx +Ndy =0 be a homogeneous equation then its integrating factor is
1/(Mx+Ny) and Mx+Ny # 0
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Example
(x%y - 2xy?)dx - (x> -3x%y)dy =0.
It is in the homogeneous form Integrating Factor = 1/x%y?

Multiplying the equation with IF, the equation becomes exact in the form
(1/y-2/x)dx - (x/y*- 3/y)dy =0 and is exact

Applying [ Madx + [(terms of N not containingx) = ¢
= x/y -2logx +3logy = ¢ Ans

3.11 Linear Equation and equation reducible to homogeneous

form

A differential equation is said to be linear if its differential coefficient occur in the

first degree and is not multiplied together and is represented as follows:

ay

Pl P(y) = Q where P and Q are functions of x.

HerewhenQZOtheni—vaPax:O

Upon integration fay—y +P [Ox=logy+P[dx =logcory/c=-P[dx =y/c=
e~/ POx and the rest is the sameas the liebnitz equation.

Bernoulli Equation can be represented as follows:

% +P(y)=Qy" where P and Q are functions of x and upon solving gives

2 +1-m)P, = (1-n)Q

Another equation that can be linear in the form is £’(y)dy/ dx +Pf(y) = Q
Then dz/dx + P(z )= Q where f(y) =1z

Example

Solve

(y2 + 2xy)+ x’dy=0

dy _ y I+ 2xy

dx x2

ay _ 4y

dx dx fory:VX
d x?+2

v+ Xx y __r=x zxvx=—(v2+2v)
dx x
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d dv dx
Yo =03 = oy =T
1 1 1 o
=i —vam )=z

%IOg"_%IOg("+3)=—logx+logc
— log hat
v+3

vl ] 2]

L _Cl_ c
v+3 x3 xz
>
=N J— <=
i =
2 4+ = =
3

Example

Solve (2x-5y )dx +(4x-y)dy =0

_ 2x-5y
dy/d = 2222
Puty:vx and dl=v+xdv

So eq(1) becomes

vt dv __ (2x-5wx)  (2-5v)
dx (4x —vx) 4—v)

dv__(2-5) (4 v)dv J-

& (4-v) lo-nh+2)

v+2 I?
log(v— 1) 210g(v +2) logx+logc
-1 _ L o-n
log i) log cx v+2) ex

:>[——1]—cx[—+2 =y—x] c[y+2x]
>[4-1]=c[4+2F = [4-1]=c[4+2]

1
TR > 12[y-x]=[y+2x]
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Example

9y

— ¢ 3y6
Solvexax+y X7y

= Dividing by xy® we have g—zy'6 +y3=x2
Let y° =z ==5y*® = dz/dx or "dz/dx -(5/x)z = -5x*> which is linear in z
Applying Integration Factor

ie el Fox _ e-Slogx = x-5

=z * (Integrating Factor) = ¢ +Q(Integrating factor ) dx
=z* x5 = [(=5x%x5dx +c
=y® x3=-5x%(-2) +¢ Ans
Example

tan y(dy/0x) +tan x = cos y cos’*x
Dividing by cos y it gives
secy tan y(dy/0x)+secy tanx = cos’x
Let sec y = z then dz/ 0x = secy tan y dy/0x
0z/0X + z tan X = cos’X
It is in the linear form hence the integrating factor I.F

ef tanxdx — plog secx — gao x

So z * (Integrating Factor) = ¢ +Q (Integrating factor ) dx
= 7*(sec X) = c+ (cos’xsecx) dx

=z*(sec x) = c+ Integration of (cosx) dx

Secy secx = c+ sin x

secy = (ct+sinx)cosx Ans

The DE is not homogeneous.
(a,x+b,y+c)dx+(ayx+b,y+c,)dy=0

It can be reduced to homogeneous form

Lz ;.ebl

Type-1 If “x= 2=

then the transformation is as follows: x=X+h,y=Y +k

(a, X +bY +ah+bk+c)dX
+(a,X+b,Y +a,h+b,k+c,)dY =0
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Type 2

., b,

If <= b,

then put © = @1X + D1V 504 the given equation will reduce to a
separable equation.

Example
Solve  dy/dx = (2x+y+1)/(x-2y+3)

dy 2 X+h)+Y+k+1

dx X+h—-2(Y+k)+3
:di_2X+Y+2h+k+1

dx X-2Y+h-2k+3
Now >

2h+k+1=0 5h+5
= = h

h-2k+3=0 K

- Lo

jdl_ 2X+Y-2+1+1
dx X-2Y-1-2+3

Y
dp 2X+Y d 2+
=~ == - dy X
dc« X-22Y :>dx_ %

Put Y =vX 1_2( J

X

:>v+Xd—v= 2+

dxX 1-2

v 2ty
dxX 1-2

dv _2+v—v+2v2 B 2(1+v?)
[).¢ 1-2v 1-2v

d
- e

2vd
J-1+v _Ilj—vv - I

= tan 'v—-In(1+v’)=2In X +Inc

=tan 'v=In(1+v’)+In X’ +Inc
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= tan 'v=Inc(1+v*)X*

2
:lnc{1+;2JX2

=lnc(X*+Y?)

= tan I(MJ =Inc[(x+1)°
(x+1)

+(y-1)°]

= tan "

— tan '

M~ N

Ans

Example

Solve dy/dx = 3x-4y-2/3x-4y-3

d_z=3_4dl jdizi_(l)d_z
dx dx dc 4 4" dx
3 1 dz_z—2
1+ DPa" 3
1.dz 3 z-2
P43

& _ +D)

dx  (z-3)
(z-3)dz :_Idx
(z+1)

d
:jdz—4j(zf1)=—jdx

=>z+x+c,=4In(z+1)
Put z=3x-4y

=>3x—-4y+x+c, =4In(3x—-4y+1)
cl
:>x—y+7=ln(3x—4y+1)

> x—-—y+c=In(3x—-4y+1)
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3.12 Partial Differential Equation - An overview

A differential equation that constitutes of partial derivatives is known as a partial
differential equation. The differential equation presented below is a partial

differential equation since a derivative can result with respect to both x and y.

Example Consider an equation of the form F(x,y).A partial differential equation
that can be represented is as follows :

d/dx(F(x,y) with respect to x otherwise written as F.(x,y) or 9df/ dx where x is
allowed to vary.

Upon finding the derivative of the same function with respect to y the
representation is as follows:

Fy(x,y) i.e. 8/ dy(0f/ 0x) which is equivalent to *f/dy dx.Few examples of the
partial differential equation are as follows for ready reference and a basic

understanding:
d/ 0x(du/ 0x) + d/ dy(du/ dy) = 0 Equation 20

d/ 0x(du/ 9x) + 8/ dy(du/ dy) + (8/ 9x(du/ dy) = x? + y?
Equation 21

3.13 Summary

This chapter discusses on the concepts of differential equation and their solving
methodologies, as differential equation formulation and representation with
respect to heat conduction, oscillation in mechanical and electrical systems and
circuitry take a centre stage in all modern scientific and engineering studies. In
applied mathematics generally, the study of differential equation constitutes of
modelling the equation, solving the equation using different criterion and
conduction as rules of separation, reduction, multiplication by a certain
integration factor to make it exact. Here even mechanisms to find certain
integrating factors by inspection or of a homogeneous equation or represented in
a complex format to find a general solution to the real world problems. This
chapter introduces the students to the fundamental problem solving in the
segment of first order and first degree equations that are moderately complex to
model and solve.
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3.14 References
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ISC Mathematics, O.P. Malhotra, S. Chand Publications

3.15 Questions

1.

Given the differential equation dp/dq=p*—q*(p*+q*)pq the degree of
differential equation.

Solve (m? + n? + m) dm + mndn = 0.
Solve the following equations by the method of inspection
a) yByx+e*)dx-e*dy=0
b) ydx-xdy+Inxdx=0 fr all x,y>O.
¢) (xy - 2y?) dx - (x* - 3xy)dy = 0.

Solve the homogeneous equation : Solve (x%y - 2xy?) dx - (x3 - 3x%y) dy = 0
using Integrating Factor.

Solve (p*+y*)dp - py’dy = 0. (Hint When bp - ay # 0 and the different
equation a(p,y) dy +  b(p,y) dp = 0 can be written in the form qf,(p y)dp +
pf,(p,y)dy = 0 with I as an integrating factor).

Check for exactness of the equation :
Solve y(x*y? +2) dx +x(2 - 2x* y?) dy = 0
Solve for exactness and find the integrating factor

(3x2y4+2xy) dx + (2xY3-x2) dy = 0.

X4

X/ R K K
NXAXEXE X4 AX A X4

X/
X4

o
A5
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Unit 2

DIFFERENTIAL EQUATION
OF THE FIRST ORDER OF
A DEGREE HIGHER THAN THE FIRST

Unit Structure
4.0 Objectives
4.1 Introduction
4.1.1 Equations solvable for x
4.1.2 Equations solvable for y
4.2 Equations not containing dependent/independent variable
4.3 Clairaut’s Form of the Equation
4.3.1 Equations reducible to Clairaut’s form
4.4 Summary
4.5 References

4.6 Questions

Please note two conventions of differentials have been used (%,dy/dx)

4.0 Objectives

Here nonlinear equations are considered where the derivatives are of first order
and of higher degree. The equations are not solvable by any structured
methodology. Here, some typical types of equations are considered to describe
the techniques of solution of such equations. One will able to solve differential
equation of first order and higher degree solvable for solvable for x, solvable for y
and the Clairaut’s form of the equation. Also obtain the solution of the differential
equations in which x or y is absent

4.1 Introduction

Isaac Newton (1642-1727), the English mathematician and scientist, classified
differential equations of the first order then known as fluxional equation which

&9



APPLIED MATHEMATICS

was  published in 1736. Then Count Jacopo Riccati (1676-1754), an Italian
mathematician, contributed towards advancing the theory of differential equations
with reduction of an equation of the second order in y to an equation of first
order in p. In 1723, he exhibited the solution of an equation to which the name of
Riccati is attached. Later the French mathematician Alexis Claude Clairaut (1713-
1765) pioneered the idea of differentiating a given differential equations in a
specific form to solve them.

These equations are described as equations constituting of dependent and
independent variable, that are solvable using the following : equations that are
solvable for p,y,x and the Clairaut’s form, the techniques and methodologies of
which are described in the succeeding section.

Equations that are solvable for p
(p =%)andfory:y=f(x,p) and forx=f(y,p)

For Clauriat’s form of equation it is a follows : y=p(x) + f (p )

The equations that are solvable for p of the first order and the n™ degree is

represented as follows:

=p" +fi(xy)p"" + HEY)PFHHEY)P™ ot faa(y)p Ha(x,y) =0

Now the left hand side of the above equation is split up into n linear
representative equations as follows :

[p-0.:xy)lIp - 0(xy)]......... [p - 60,,(x,y)] and these are of first order and first
degree. Each individual solution to the above can be represented in the form as
follows :fi(x1,y1,€) = f2(x2,¥2,¢).... a(Xn,yn,¢) = 0 and these together form the
solution for the above equation as follows.

Example
Solve m?+m (e* +eix Y+1=0
=m (mte*) +— (m+e*)=0
= (m+e”) (m+eix) =0

=y+e*+k’=0,yte ™ +k”=0 Ans

Here k’and k” can be replaced by k and the final equation constitutes of
first degree and first order representation.

=(y + e* +k)(y+e~* +k) = 0 Ans
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Example
Solve %-Z—:—%-%
=q*-1=q(3-3)
=q’-1-q(3-3)=0

dp

2 2

2 2
When q = g
d
Then 22 - 2 =9
d X
d dx
= Xy
p X

=In(p) - In(x) =0

q=- = -x/p , Upon integrating f pdp = f —xdx

= ¢ i.e. p2+ x? = ¢ is the first solution

=In(p/x) = In (c), p = xc is the required solution

Example

Solve p? + 2 py cot x = y?

The square root of p will be equal to

=(-b(+-)square root of ((b?-4ac))/2a

=(1/2)(-2ycotx (+-),/4y? cot2x — 4y?

= —y cot X £y cosec X

ox

ax

a
Y = -ycotx tycosecx

]
L y(cosecx - cotx)

]
= 73’ = (cosecx-cotx)dx
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= %y =[(cosecx — cotx)dx

=logy=log tanx(g) - log(sinx) +log(c)
=y (1+cosx) =c¢

Similarly for the equation

Z—z = -ycotX - ycosecx
=y(—-cosx)=c
=y (1(+-) cosx) = ¢ Ans

Example
Solve xyp*+ +(x 22y 2 )p —2xyp =0
=p [xyp’+ (x* - 2y*)p -2xy] =0
=p (xp- 2y)(yp*+x) =0
=(p=0,y-c=0)(xp-2y=0),(yp+x=0)

d
X_y

dy dx 2
=2y,or—=2—,y=cX
dx Y, y x Y

d
= (xp-2y) =0, letp==> =

=yp+x=0,withp= Z—i,ydy+xdx=0,x2+y2-2c20
So the final equation becomes (y-¢)(y-ex?)(x> +y* - 2¢) =0 Ans
4.1.1 Equations solvable for x
Let there be equation of the form x= f(y,p)
Differentiating with respect to y it can be represented as follows:
= 1/p = dx/dy = 6(y,p,dp/dx)

The solution that can be deduced is as follows: F(y,p,c) = 0 that can be shown
through the following example.

Example
Solve x = 4(p+p?)
dx/dy = 1/p = pdx =dy Differentiating with respect to y
= 1/p =4(1 +2p)dp/dy
=dy =4p(1 +2p)dp
Integrating we have
Jdy = [4p(1+ 2p)dp
=y =2p>+ (8/3)p* +¢ Ans
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Example

Solve y=2px+y2p?

=y-y’p’= 2px
vyt
2p

=y/2p - y*p?2 =x
Differentiating the above with respect to y
2p - 2y5%

4p?

The first component is pl =

d
2yp*+y*2pg;

and the second component is >

ad d
2p - 2y55 2yp*+yParg 4
4p2 ) 2 ) D

d 1
=0=(y5; +P)¥P+32) =0

:O:

= (yg—i +p) = c = log(py) = loge
=py=¢c¢
Eliminating p from the main equation
We have y? = 2¢x +¢3 as the solution
Example
Solve: y’p 2 -3xp +y =0.
The differential equation is of the form x = f (y,p),

where f (y,p) = (1/3)(y/p+y *p)-
Differentiating with respect to y we get
dx .
=(3) =301/p)
= (1/p) -(y/p*)(dp/dy) +2yp +y*(dp/dy)
Simplifying we get
2p +y(dp/dy) = 0 so (dp/p) +2(dy/y) =0
c
Hence y*- 2¢x + ¢2 =0 x then becomes p +1/p

(dx/dy) = (dp/dy) - (1/p*)(dp/dy)
Integrating

J—1/p)dp=[(p—1/p) +c
=y =(p2) - log p +c and x = p +1/p Ans
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Example
Solve y’p? -3xp+y=0

The equation can be represented in the form

= = = -1 L
x=1(y,p)=p=tan"(p+-3)

_0x_1_( 1 ) op +1+p2—2p2
ay p 1+p27 dy (1 +p2)12
_9y_  2p
op (1+p?)1?

Upon integration
y = ¢ (1 +p?) - 1 from where y cannot be removed. Ans
4.1.2 Equations solvable for y
A differential equation of first order and higher degree takes the form y = f (x, p).
dy

Differentiating the equation w.r.t x , we have p = e 0(y,p.dp/dx). The solution

r
for the same will be in the form of : F(x,p,c) = 0. Now taking into consideration y
= f(x, p) and solution being F(x, p, ¢) the (x, y) variables in the equation can be
represented as x = Fi(p, ¢) and y = F2(p, c) respectively as the solution.

Example
Solve y = p x +a p(1-p)
We differentiate the above with respect to x.
dy/dx = p + x dp /dx + a(dp/dx) - a(2p)dp/dx
dy/dx = p + dp/dx[x +a -2ap]
p =p + dp/dx[x +a -2ap]
0 =dp/dx[x +a -2ap]
Here p is a constant hence the equation becomes p = 1/2a(x +a)
y = (1/2a)(x + a)[x + a(1/2a(x + a))(1-(1/2a)(x + a))
Example
Solve x+ 2(xp -y) + p?
The equation to be represented as y = f(x, p) and hence is solvable for y
Representing in the form with y on the left hand side the equation takes the

2
X
form=y=5+xp+p7
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Ju= dx

dp du 2u
+ = + —_ = —
Let(x+p)=u, 1 dx dx’2u-1

= f(l +ﬁ)6u = f6x+c=O

=u+%log(2u—1 )=xtc

Replacing p with x + u we have

=2p+ %log Q2xtp)-1)=x+c

=2x+2p-1

= e¥-° =x=(%)e2p‘c +1-pandy= §+xp+p2—2Ans
Example

Solve p2 - py +x

=y=&+p’)p

=x/p+p

=xp’+p

=dp/dx +1/p - xp(dp/dx) = p = dy/dx

Solving this equation

_dx X D

dp  (p+Dp(-1) p?-1

The integrating factor is

pdp 1 1 1
efp2—1 = ef[z(p—1) +2(p+1) _E]dp

1
In[(p+1)(p-1)2 2 va
o/ o _ (p*-1)2
D

Hence the final solution is

1 1
@-v2,__p @-D2. _  dp _ 1
x( > )= fp2—1 > dp=/ — =c+cosh™ p

=x = p(c¢ + cosh’'p) (p?-1)"? Ans
Example
Solve y = 2px +p"
Differentiating with respect to x

p = 2p +2x(dp/dx) +np™!(dp/dx)
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0 = p + 2x(dp/dx) +np™!(dp/dx)
0 = p +2x(dp/dx) +H(np/p)(dp/dx)
-p =(dp/dx)(2x ) +np™'(dp/dx)

= - % = n-1
dp[p] 2x +np

_ox o

= ap[P] +[2x] +[p2]
Integrating factor 21997 = p?
Solution is

xp?=- [np" dp+c

n+1
p

n+1

=xp’= -n +c

=x=-n le+1-2 + Cp-2

=x =-np™! +cp?
Then substitute for y in the given equation

y = 2px +p" and the solution is as follows :

2c  1+n
==+4+——p" An
y p 1-n p s

4.2 Equations not containing dependent/independent variable

Sometimes the equations do not contain dependent/independent variable and

either it contains y or x and not both such equations can be represented in the
1

> 1s one of form of
1+p

form as follows: f(x,p) = 0 or f(y,p) = 0. For example y =
equation where the x is missing as an independent variable from the equation.
Type I

In the former scenario equations do not contain independent variable

This equation can be represented as follows after differentiating with respect to x
as follows :

p = dy/dx = 6(y)
In order to seek clarity lets consider the below example

y = 3p +6p? This equation is already in the form y = f(p)

d d
P=3 () + 12y
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p=(D (B +12p)

dx = (3 + 12p)/p (dp)

=x =3 In(p) +12p +c andy = 3p +6p*> Ans
Example

Solve y*=a? (1 +p?)

The above equation is in y and p only.It can be written as follows :

=p2='Z_2_1
o Yy
=p=(+) |z-1

=aln|y +y%-a}|=x+c

=aln |y ++/y2-a? (-H)x-c Ans
Type 11
Equations not containing a “y” as the dependent variable

Let the equation be as follows:

_ 1
1+ p2

=1/p=(1+p?’
~1/p = (1+p)*-2p)(dp/dy)

-2p

Y a2

2

-2

-1 1
= f ay = f 2[(1+p2) + f (1+p2)2] dp

=y=tan'p+2
We will use the substitution x=tan@, implying that dx=sec?0do:
I=[sec?0 dO(1+tan0)>

Note that 1+tan0=sec?0:
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Integrating Factor=[sec?0d0sec*0=]d0sec?0=]cos?0d0
Recall that cos20=2co0s%0—1, so cos’0=1/2cos’0+1/2.
Integrating Factor=1/2[cos?0d0-+/1/2(d6)
Integrating Factor=1/4sin’0+1/20+C

From x=tan® we see that O=arctanx.

We see that 1/4sin’0=(1/2)sin0cos0.

Also, since tanf=x, for a right angle triangle with the side opposite 0 being x, the
adjacent side being 1, and the hypotenuse V1+x2.
Thus, sinf=x/V1+x2 and cos6=1/V1+x%

Integrating Factor =1/2(sinfcos0)+1/2(arctanx)+C
Integrating Factor=1/2(x/N1+x?)(1/N1+x?)+arc tanx/2+c

Integrating Factor =x/2(1+x%)+arctanx/2+c Ans

4.3 Clairaut’s Form of the Equation

When an equation is of first degree in x and y, it is solvable for both independent
and dependent x and y variables both and hence it can be put in the following

forms:
y = xfi(p) +f2(p) or
x =ygi(p) + g2¢p) and these can be solved normally.

But if fi(p) = p then it takes the Clairaut’s form as follows : y = xp + f(p) and
these equations can be non linear in nature. Here f(p) is a known function that

does not contain an x ory.

Instances , like y = px + p*and y = x + ¢% are examples of Clairaut’s equation
whereas equations y = Xy + p or y - x’p? + yp? are not of the Clairaut's form.

Let there be an equation of the form y = px + f(p) where y is the dependent
variable and (p,x) are the independent variable.

_dy_ L dp o dp
_dx p+de +f’(p)dx
d d
=p=p+x_+(p)L
0= 8P oD
_O_de +f’(p)dx

Now with 3—§ =0 and p= ¢ we have y = cx + f(c) which is the general solution

of Clairaut’s equation.
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Example

Solve y = mx + % Since the said equation is exactly in the form of a

Clairaut’s representation hence there is no need to solve it further.
Example

Solve q =log(qx-y)

el = gx -y

y = gx - €4 Replacing q with ¢ the equation becomes

y =cx - ¢° and this equation is in the required Clairaut’s form.
Example

Solve y = xy’ +(y )?

lety =p

y=x(p)+(p)’

p (dx) =x (dp) + p(dx) + 2pdp

0= x(dp) +2pdp

=dp(x +2p)=0

=dp=0;p=c;x=-2p;p=c

=X=-2p;y=xp +p

X

2
=p=->=-7 (Eliminating p )Ans

Example
Solve y=xy +./(y'?)+1
Lety =q

y=xq+(@®) +1

- qdq
dy = xdq +qdx + o
_ qdq
0=xdq + e

Now dq=0and p =c

Soy=cx+./(c?)+1
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The other equation is as follows :

x= T andy = (X /(@) +1
1
q%+1

y —
Elimination of p happens by putting the equation in the form of x>+ y>=1 Ans
Example

Solve: e*(p —1)+e*Pp? = 0.

The differential equation is not in the Clairaut’s form, but by taking
e’ =u and % = v and can be converted it into Clairaut’s form.

v=udv/ du+ (dv/du)?* and now this is in the Clairaut’s form
dv/du=c==v=uc+c?==e?% =ce”™+c? is the general solution.
4.2.1 Equations reducible to Clairaut’s form

Many differential equations of the first order but of the higher degree can be
reduced to Clairaut’s form with substitutions.

Example

Transform and solve the following equation i.e. x*(y-px) = p?y is transformed into

Clairaut’s form

Here x? and y* can be considered as u and v respectively i.e.2xdx = du,2ydy = dv

dv _ dvdu dy
du (dy dx)/(dx) )

_dy _xdv _ u\pdv
Letp dx ydu ( ) du

— 12 _ (WN1/2 () 1/284 20172
"2 - B)72() 22 =4 L)
— v =% 4V,
=v=u_ +(du) Ans
Example
) +ax () -4y=0
Let E =pthenp +4xp -4y =0

Ory = (p +4xp)/4 and this is in the Clairaut’s Equation
Differentiating with respect to x
p=p+p’(X) +Hp/2)p

=0=p’(x) H(p/2)(p")

Assuming p =c , y = cx +(c%/4)

Eliminating p we have y(x) = -x? as it satisfies y = (p +4xp)/4
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4.4 Summary

There are equations where the left-hand side of the equation can be resolved into

rational factors of the first degree and also there are equations where the left-hand

side of the equations cannot be factorized. Equations that cannot be factorized in

addition to exact and homogeneous are summarized below.Differential equations

of the first order but of a higher degree can be solved by one or more of the

following four methods :

Equations solvable for p, ie. p = %where the general solution can be
represented as p - fi (x,y) = 0 and Fi(x,y,c) =0

Equations solvable for y i.e. y = f ( x,p ), solution for the same can be
represented as f(x,p,c) and the elimination of p if not possible then x =
fi(p,c) and y = f2(p,c) are combined to form the solutions.

Equations solvable for x i1 .e. x = f (y,p ), solution for the same can be
represented as f(y,p,c) and the elimination of p if not possible then x =
f'1(p,c) and y = f2(p,c) are combined to form the solutions.

Clairaut’s equation takes the form y = px + f(p) .The general solution for
the same is obtained by replacing p by ¢ . Some complex differential
equations can be reduced to Clairaut’s form with the help of appropriate
substitutions.

4.5 References

1.  Differential equations with Application and Programs. S. Balachandra Rao
and H. R. Anuradha, University Press (India) Limited 1996.

2. Lecture notes on Differential Equation by Dr. B. Patel,Department of
Mathematics,Gujarat University

4.6 Problems

Find for the below problems whether they are solvable for x,y and p

l.
2.
3.

py? - 2pyx(tan0) + (y?sec?0 - x’tan’0) = 0
Given p® —4xyp + 8y?> = where p = dy/dx
Given y = p tan p + log(cos p)

Giveny = px + (1- p)"?
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xp?-2yp +x+2y=0

5

6. y= x-+ctanlq
7.  x=tan'q +q/(1+q?)
8

yq® + (x-y)q -x = Hint [((x-y+c)(x> + y* +constant) = 0) the r.h.s of the
equation is the answer Ans]

9. Represent in the Clairaut’s form and solve the following :
a)  y=2px+6y’p’(y=v)

b)  sin gx cosy = cos gx siny +q

c) e¥(p-1)+e¥p? =0

QR K K K R R
AXEXE X R XX SN X
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5.1 Introduction

A linear equation or polynomial, with more than one term, constituting of the
derivatives of the dependent variable with regard to one or more than one
independent variable is known as a linear differential equation.

A differential equation which comprises of the differential coefficients and the
dependent variable in the first degree, that does not include the product of a
derivative with another derivative or with dependent variable, and in which the
coefficients are as constants is called a linear differential equation with constant
coefficients.

The general form of such a differential equation of order "n" is

dTLy dn—ly dn—Zy dy
+ + + bn1—= + =
bo o —— i b2 oz T e bn-1 ™ bay = X oo
(Equation)

Here bo, bi, bz ... are constants. Above equation is a nth order linear differential
equation with constant coefficients.

E.g. when n =3 is putin the equation we get

d3y
dx3

d?y
J’_
bo bi—

dy _
+ sz +byy=X

which is a 3rd order linear differential equation with constant coefficients.

Using the differential operator D as % 1e. Dy = %; D’y ::TZ;V’ ...... D"y= :Tn: ,
the above equation will take the form

boD'y+bi D'y +b2a D" 2y + ... +bri1 Dy +bay =X

OR

(bo D" + b D'+ by D" + ... + ba1 D + by = X

................................ (Equation)

in which each term in the parenthesis is multiplied to y and the results are added
to form the equation.

Let f(D)=boD" + b1 D" ! +ba D" 2+ ... + bp1D + by
f (D) is called as nth order polynomial in D.
-~ Then the above equation can be written as f(D) y = f(x) ... (Equation)

If in equation (1), if bo, b1, b2 ... ... bn are functions of x then it is called n™ order
linear differential equation.
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5.2 The Differential Operator D

It is appropriate to present the symbol D to denote the operation of differentiation
with respect to x.

D? designate differentiation twice.
D? designate differentiation three times.

In general, let D designate differentiation k times.
. _d
1.e. D=—, so that

dx

ddy
dx3

ﬂ=Dy;ﬂ=D2y; Dy; ...... ;—==D"y

Q =
and - Tay (D+a)y
The differential operator D or (D") correlates to the algebraic laws.

Properties of the operator D

Suppose y1 and y2 are differentiable functions of x and "b" is a constant and p, q

are positive integer then the following holds true

a. DP(DY)y=DI(DP)y=Dry

b. D-p)D-p)y=MD-p2)(D-p)y

c. (D-p)(D-p)y=[D*—(p1+p2)D+pipzly
d. D (bu)=b"- D(u); D" (bu)=b - D" (u)

e. D(y1+y2)=D(y1)+D(y2); Dn(y1 +y2)=D"(y1) + D"(y2).

5.3 Linear Differential Equation f{(D) y=10

Consider f (D) y =0 .......cooovvniennnn... (Equation)
where, f(D)=boD" +bi D! +ba D" 2+ ... +bu1 D +......... bn

is nth order polynomial in D and D obeys the laws of algebra, f(D) can be
factorized into n linear factors as follows :

fD)=D-p1)(D-p2)(D —-p3) ... (D—pn) where p1, p2, p3, ... pn are the
roots of the algebraic equation f(D) = 0

Therefor the equation can be written as follows:
fD)y=D-p1)D-p2)(D—p3) ...(D—pn) y=0 ... (Equation)

The equation f (D) = 0 is called as an auxiliary equation for the above equations.
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d?y _
e, +D + 12y =0

e.g.
By using operator D for % ,

we have (D’+D=12)y=0

~ (D) =D?+(4D -3D) -12 = 0 is an auxiliary equation.
~(D2+D-12)y=(D+4)(D-3)y=0

5.3.1 Solution of f{(D) y =0

Being n'" order Differential Equation, the above equations will have exactly n

constants in its general solution.

The equation (5) will be satisfied by the solution of the equation

(D-pn)y=0

. dy

Le.=~—pny= 0

On solving this first order and first degree differential equation by separating
variables, we get y = caePn*, where, cn is an arbitrary constant.

Similarly, since the factors in equation can be taken in any order, the equation
will be satisfied by independently solving each of these equations (D — p1) y =0,
(D—-p2)y=0...etc.,thatisbyy=ciePix,y=coePax ............ etc.

It can, therefore, easily be proved that the sum of these individual solutions is the
sum of n arbitrary constants, i.e. y =c1 eP1* +caeP2*+ ... + cn e Pv* ... where the
original equation is of terms containing till the nth order and so also are the
constants for the above said equations.
=~ The general solution of the equation f (D) y = 0is,
y=crePi*+creP*+ ... +cpePyt
where p1, p2, ... pn are the roots of the auxiliary equation f(D) = 0.
Example :

d3y d?

y dy _
SOIVC$-6W+IIE -6y—0

Solution: Let D stand for % and the given equation can be written as
(D*-6D?+ 11D - 6)y =0.

Here auxiliary equation is D* — 6D?+ 11D -6 =0
re.(D-1)(D-2)(D-3)=0

= p1 =1, p2 =2, p3 = 3, are roots of auxiliary equation.

~ The general solutionis y = ¢1 e * + ¢2 € 2* + ¢3 e
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5.4 Different cases depending on the nature of the root of the
equation f(D) =0

d.

The Case of Real and Different Roots

If roots of f (D) =0 be p1, p2, p3 ....... pn, all are real and different, then the
solution of f (D) y = 0 will be

y=creP*+crePX+ ... +cpePyt
The Case of Real and Repeated Roots

Let p1, p2, p3, p4 ... pn be the roots of f(D) = 0, then the part of solution
corresponding to p1 and p2 will look like c1 e P1*+c2 e P1* (p1=p2)

= (c1 +c2) eP1*=c'e’*

But this means that number of arbitrary constants now in the solution will
be n—11if 2 p’s are the same. Hence it is no longer the general solution. The

rectification of the anomaly is done as follows:

Pertaining to p1 = p2, the part of the equation willbe (D —p1 ) (D—p1)y =
0

Put (D —p1) y =t, then we have

D-p)t=0

~t=crel*

Hence putting value of tin (D —p1) y =t,

we have (D—p1)y=cieP*

or ( Z—z —p1) y =ci1 e P1* which is a linear differential equation.

Its LF. = e ~/P;% = ¢ ~P* and hence solution is
y(e‘pf‘):fm eP*-eP*dx+tc2=cix+c2
~y=(cl x+c2)el*

If pl = p2 are real, and the remaining roots p3, p4, ps, -....., pn are real and
different then solution of f(D) y =0 is

y=(cix+tc)ehi*+tesePs +caePs + ... teaneln”
Similarly, when three roots are repeated.

1.e. if p1 = p2= p3 are real, and the remaining roots p4, ps, ... pnare real and
different then solution of f(D) y =0 is

y=(c1x>+c2x+c3)ePi¥+caeP+ ... +cnelPy
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Ifpi=p2=p3=...=pn
1.e. n roots are real and equal then solution of f(D) y =0 is
y=(c1 x" T+ cax"2+ ... +coi1X + cn) ePr¥
Example
For (D>~ 6D +9)y=0
Auxiliary Equation = (D —3)? y=0
and solution takes the form (cix +c2)e**
and the final representation is as follows:
y = (¢1 X + ¢2) e** Ans
Example
For(D-1)3(D+1)y=0

—X

solutionis y=(c1 x> + c2x +c3) e* +ca e * where p1 = p2 =p3
Example
For (D-1)2 (D + 1)2y=0 where p1 =p2=p3 =p4
solutionisy=(ci x+c2)e*+(c3x+cq)e™

c.  The Case of Imaginary or the Complex Roots

The coefficients of the auxiliary equation that are real will have the
imaginary roots that will occur in conjugate pairs.

Let o £ if be one such pair.

spr=a+if,p2=a—1ip

Then the solution of the equation f(D) y =0 takes the form as follows :
y=Pe @ Bx 4 Qe i

= e [P ¢ P+ Qe Y]

=e™ [P (cos Bx + 1 sin fx) + Q(cos Px — 1 sin fx)]

=e™[(P+Q)cos Bx +1(P—Q)sin Bx]

y = e"™ [c1 cos Bx + ¢z sin Px]

where, c1 =P + Q and c2 =1 (P — Q) are arbitrary constants.

y = C e™* cos (Bpx + 0) where C, 0 are arbitrary constants,

using c1 =C cos 6, ca=—sin 0
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Example:
Solve (D> +2D +5)y =0.
Solution: The auxiliary equation is D> +2D +5=0
whose roots are D = — 1 + 2i which are both imaginary.
Herea=-1,p=2.
Hence the solution is y = e¢™ [P cos 2x + Q sin 2x]

Example:

4 2
Solve =2 .52 1 132 4 98y =0
dx dx dx

Solution: The auxiliary equation is D* — 5D* + 12D + 28 =0

Rootsare D=—-2,-2,2 ++/3i.

(Here a =2, B = 3). Hence the solution is

y=(c1 X +c2) e >+ e”™ [Pcos V3 x + QsinV3x]
Example:

Solve For (D*+4)y=0,D=0+2i (Here a. =0, p=2)

=y =P cos 2x + Q sin 2x.
d. The Case of Repeated Imaginary Roots

If the imaginary roots p1 = a + i and p2 = a — i} occur twice, then the part
of solution of f (D) y = 0 will be

y=Px+Q)e’1*+ (Rx+S)em* ... (byusing case 2)

= (P x + Q) @ x4 (Rx + ) @B x

=e™ [(Px+Q) e+ Rx+8)e™]

=e¢™ [(P x + Q) {cos Bx +1isin Bx} + (Rx + S) {cos Px —1i sin Bx}]
=e™ [(Px+ Q+t Rx + S) cos Bx +1i (Px + Q— Rx — S) sin Bx]

y =eax [(c1 x + ¢2) cos Bx + (¢3 x + ¢4 ) sin Bx] with

constants as c¢1,c2,c3 and c4 .

Example:

dby d*y d?y
lve—+6——+9 —=
So S 6dx4 9 ™, 0

Solution : The auxiliary equation D® + 6D* + 9D? = 0 has roots

109



APPLIED MATHEMATICS

D=0, 0, +iv3, + i3 where the imaginary roots + i3 are seen to

occur in a recurrent manner.

Hence the solution is

y=ci1X+c2+(c3x+c4)cos V3 x+(cs X+ co) sin V3 x
Example:

Solve (D*+2D*+ 1)y =0.

Solution: The auxiliary equation D* + 2D? + 1 = 0 has roots

D =+1, + 1, recurring imaginary roots. Hence the solution is

y = (c1x + ¢2) cos X + (c3X + c4) sin X.

Summary of four cases
Case 1: Real & Distinct Roots:

Auxiliary Equation = (D—pi) D—p2) (D—p3) ... (D—pn) =0

~ Solutionisy =ciePi*+caeP*+c3ePs*+ ... +cne P
Case 2: Repeated Real Roots

For pl =p2 = Auxiliary Equation =

D-p)(D-p2) (D-p3)...(D=pn)=0

Solutionisy =(c1 x +c2) eP1* +ec3 eP3*+ ... +cneP*

Forpi=p2=p3=>AE.=>D-p)(D—-p)(D—-p1) (D—p4) ... (D—pn) =

Solutionisy = (c1 x> + c2 x + ¢3) eP1* +c4 e P&* + ... + ca e Py
Case 3: Imaginary Roots

ForD=a+ip

Solution is y = e* [c1 cos Bx + c2 sin Bx]
Case 4: Repeated Imaginary Roots

For D = a £ 1P be repeated twice

Solution is y = e [(c1 X + ¢2) cos Px + (c3 X + c4) sin Px]

5.5 Linear differential equation f (D) y =X

The general solution of the equation f (D)y = X can be represented as

y= Yc +Yp
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1.e. General solution = Complementary function + Particular integral

Y. is the solution of the given equation with X = 0 that is of equation f (D)y =0
and is called the complementary function. It involves n arbitrary constants and is
denoted by Complementary function (C.F).

By definition of Ye, f(D) Yc=0.

Yy is any function of s, which satisfies the equation f(D)y = X, so that f(D) Y; =
X. Yy is called the particular integral and is denoted by particular integral(P.I). It

does not contain any arbitrary constants.
Thus, on substituting y = Yc +Yp in f (D) y, we have
f(D) [Yc+Yp ] =1f(D) Yc+ (D) Yp
=0+X [by definition of Yc and Yy |

~y = Y +Yp satisfies ‘the equation f (D)y = X and it contains n arbitrary
constants, is the general (or complete) solution of the equation.

5.6 The Complimentary Function

The solution where the order of the differential equation matches the number of
arbitrary constants is called the complementary function (C.F.) of a Differential

equation.
Method of Finding Complementary Function (C.F)
Step I: Find auxiliary equation (Auxiliary .Equation.)

Step II: Find the roots of the equation. i.e. values of p. Let the roots are pi,

Step I1I: Required C.F. is obtained as per the roots stated below.
Rules of finding C.F

If all roots p1, p2 ,...... , pn are real and distinct of auxiliary equation then

complementary function will be c1 e P1* +c2e P2* + ... + cn ePr™.

If p1 = p2, but other roots are real and distinct then complementary function will
be (cix+tc2)cieli*+c3ePs*+caePs*+ ... +cnefn

If roots are imaginary (o £ i ) then complementary function will be e** [c1 cos
Bx + c2 sin Bx].
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If roots are imaginary and repeated twice then complementary function will be

e®™ [(c1 X + ¢2) cos Px + (c3 X + c4) sin Bx]
Example
Solve (D*-3D -4)y=0.
Solution: Here Auxiliary equation is (D*- 3D - 4) = 0.
D>-3D-4=0
(D-4).(D+1)=0
D=4, -1
Hence roots are 4 and -1, real and different
- Complementary Functionis y=cie ** + coe *
Example
Solve (D3 - 8) y =0.
Solution: Here Auxiliary equation is (D? - 8) = 0.
D?-8=0.
(D-2).(D2+2D+4)=0
D=2,D=-1+i\3
Hence roots are 2, and -1+ i\/3,
one is real and the rest is a pair of imaginary roots.
~ Complementary Function is,

y =c1 e+ e (c2 cos V3x + ¢3 sinV3x)

5.7 The inverse operator 1/f(D) and the symbolic expiration for
the particular integral 1/f(D) X

To find the Particular Integral, it is essential to specify the inverse operator
%.So If X is any function of x, then % X 1s that function of x that is free from
arbitrary constant which when operated by f (D) gives the function X.

The order of operator f (D) and ﬁ can be interchanged.

f(D){%X}= %f(D)X=X

General Method of finding the Particular Integral
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Factor Method

To evaluate ﬂ X, where X is a function of x, resolve f (D) into factors of the

type (D - a), then operate on X successively by the reciprocal of these factor in
any order using the formula

1
(D-a)

If X=e%*

X =e¥ [Xe %dx

xe

frr(a) ’

f”(a) # 0 and so on

Same formula is applicable for sin(ax +b) and cos(ax +b)

vx we can use

_- ,ax
Similarly when there are functions like : (D) e x = f(D Ta)

the above methodology
Method of partial fractions

Resolve ﬂ into partial fractions and then operate on X by each of these
fractions.

To find the value of ﬁ xP, p is any positive integer, then

2 xP =

Since D is an operator, which can be manipulated as expanding [f (D)]™! by the
Binomial theorem in ascending power of D as far as the result of expanding DP"!
on x? is 0.Then operating upon x? with each term of the expansion.

Examples

Example :

Solution: Auxiliary equation is D> — 1 =0
~ Roots are 1 and -1 and

~ C.F.1is,

Y=Cie*+Cre™

The P. I of the equation is given by,

G Brex]= {5 ) [B6x]
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{ == [3+6x] - = [3+6x]}

+1

1
2
=~ {e* [e™® [3+6x]dx - e™* [e* [3+6x] dx}
1
2

=-3 — 6x =-3[1-2x].

~P.Lis, Yp=-3[1-2x]

The complete solution of the equation is
Y=Yc+Yp

Y=Cie*+Cre™*-3-6

5.8 Particular integral

Short method for finding Particular integral (P.1.):

] ) dny dn—ly dn—Zy
If X # 0, in equation ao—r=+ ai——= dx"2

then P.I. =—— X
F(D)

Following are the methods for finding particular integral

Rules for finding Particular Integral :

Types of function

What to do

Corresponding P.I.

X=e**

Put D =ain f(D)

1 Lax :
o ¢ provided f(a) # 0.

If f(a) = 0 then (D-a) is one
of the factor of f(D).This
factor is solved by using the

1 — ,ax
(D-a) X € j

e M Xdx.

formula

And rest is solved by the
above method given here.

Put [f(D)]- 1x™

Expand [f(D)]-1 using
binomial expansions and if
(D-a) remains in the
denominator then take
rationalization of
denominator and place D in

the numerator as derivative
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of the  corresponding
function.
X==e%y First operate on e® on | gax Ly then solve for
f(D+a)

f(;D) then operate

v by above method

X = sin ax (or cos ax) Put D2=-a2 in f(D)

1
f(—a?)

provided

f(—

sin ax (or cos ax) ,

1
a?)

# 0 or

otherwise use following

formula:

1 .
—..7 Sl ax = -
a

D%+

1
— COS ax or
2a

X .
— SIn ax
2a

g7 COS ax =

Example:

Solve (D*+ 4D+3)y = e7%*

Solution: Here auxiliary equation is (D*+ 4D+3) =0

D*+4D+3 =0
(D+3) (D+1)=0
D=-3-1

Hence roots are -3 and -1, real and different.

Therefore C.F. is
C.F=Cie** Cre *
Now to find P.I:

Pl=—o X
JAC))
1

= —X

f(D)
_ 1 —2x

D2+ 4D+3
Here X = e%* therefore putD =a=-2
— 1 —-2x

(—2)%2+4 (-2)+3
P.I. =-e %

Hence the general solution is y = C.F.+ P.L.

Y =Cie* Cae *-e72%
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5.9 Particular Integral: Other methods

Method of Variation by Parameters

The method of Variation of Parameters is a generalized method that can be used
in many more cases. However, there are two disadvantages to the method. First,
the complementary solution is required to solve the problem. Secondly, in order
to complete the method a couple of integrals need to be solved.

In some cases we may not be able to actually find the solutions if the integrals

are too difficult or if we are unable to find the complementary solution.
Example:
Solve by Method of Variation by Parameters [D? + 4] = tan 2x
Solution: The Auxiliary Equation is p> + 4 =0
p’=-4
p=+2i
Complimentary Function is represented as follows :

Y= Ci cos2x + Czsin2x

Y2 X
w

dx+y2fy1xdx

Particular Integral = - y1 -

y1=c0s2X, y2 = sin2x; X = tan 2x

and for W, by Wronskian determinant,

|yl y2
Vo T g2

:| coS2x sin2x |
— 28sin2x 2cos2x

= 2¢0s?2x + 2 sin® 2x

=2 [cos?2x + sin? 2x]

=2
. sin2x.tan2x . cos2x.tan2x

Particular Integral =-cos2x [ ————dx +sin2x [ ————dx
sin? 2x . sin2x sinx.

=-cos2x [ dx + sin2x [ ——dx [ tanx = —— ]
2C0S2x 2 cos x2
1-cos? 2x sin2x —cos2x

=-c0s2x [ + [ ]

2c0S82x 2 2

cos2x 1 cos? 2x sin2x —cos2x
= e — - PE—— + —_—
2 {f cos2x dx f cos2x dX} [ 2 2 ]
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cos2x

:_T{fseCZxdx- [ cos2x dx } -

sin2x cos2x
4

__ cos2x { log[sec2x+tan2x] sin2x } sin2x cos2x
2 2 2 4
cos2x €c0S2x sin2x  Sin2x cos2x

log[sec2x + tan 2x] + " - "

Particular I ntegral= - % log[sec2x + tan 2x]

The complete solution of the equation is

Y=Y+ Yp
Y = Ci cos 2x + C2 sin 2x - % log[sec2x + tan 2x]

By the method of variation of parameters,

solve the following differential equation:

Z%+4y=4tan2x
=y “+4y =0
=p’+4=0
=p(+—)2 =0
=p1=-2;p2= 2

=yc = €1€082X + c2sin2x
Now let y1 = cos2x and y2 = sin2x
yi = - 2sin2x and y2’ = 2c0s2x

W =y1 *y2 - y2+y1 = 2[cos’x +sin’x] = 2

—y2 * 4tan2x
A’ p—
w
y1*4tan2x
B’ J—
w
—2sin?2x
A= B2y
cos2x

B = [ 2sin2x dx

= A = -log (sec2x +tan 2x) +sin2x +¢1,B =-cos2x +c»
=y = Acos2x +Bsin2x , we put A and B in this equation

and get the final result.
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5.10 Differential equations reducible to the linear differential
equations with constant coefficients

Linear differential Equation:

X Linear:
dx .
O P(y).x=Q(y)

Integrating Factor (L. F.) = e/ PO)dy

x. IF = [ IF Q(y)dy + ¢

Y Linear:

ﬂ =

U4 px)y = QM)

Integrating Factor (I. F.) = e/ P()dx

y. IF = [ IF Q(x)dx +c

Example:

Ex 1: (1 +y2)+(x—tan‘1y)%=0
. dx

Sol: Multiply by 3

(1+y2)?+x-tan_1y=0

(1+y2) ST X = tan” ly

-1

% X _ tan"'y
dy (1+y?) (1+y?) ~°
1
=@ MGy
I[F = e/POdy
1
_ Jaaw
— etan‘ly
x. IF = [IF Q(y)dy + ¢
tan"ly _ tan~ly tan "y
X. € [e o 2) dy +
Lettan"ly=t
1 J—
Ty dy = dt

x.et=[ettdt +c¢
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Chapter 5: Linear Differential Equations with Constant Coefficients

=[eftdt +c¢
=tet-et+¢
Putt=tan"ly
X. etan'ly — tan~1! y etan‘1 y_ etan‘1 Y4e

Reducible to Linear differential Equation

L P(x).y=QX)yn

Dividing by y n

yin %+ P(x) yn1_1 =Q(X) eeeennnnn (1)

1
=t

Let o0

Differentiating. with respect to y

1 dy dt

(-I’H'l) }; & = &

Eq (1) becomes
1 d

— TPt =QX)

This is a linear equation in t.

Example:

Exl.%- ytanx =-y 2 sec x

.oy =
Sol: 5 oY anx y 2 sec x

Dividing by y2

1 dy 1
— = - —tanx=-secXx
y> dx y

Let ~=t
y

dt
— — -ttan X =-secx
dx

dt

— +ttan X =sec X
dx

This is a linear equation in t
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P =tan x and Q = sec x
[F = eftanxdx

— elog secx

= sec X
tIF = [IFQ (x)dx +c
t.sec x = [ sec? xdx +c¢

Ans:

1
;secx=tanx+c

5.11 Summary

This chapter provides the students with an understanding of linear differential
equation of higher order and degree with constant coefficients and goes on to
explain the concepts of complimentary functions and integral values and their
usage in solving the problems that constitute the above. Students are made to use
the concept of inverse operator and the case of real, repeated and imaginary roots
to solve complex differential equations of the higher order and higher degree. The
techniques of using substitution methods to solve the differential equations by
using the concept of reduction is also dealt with in this chapter.

5.12 References

“Higher Engineering Mathematics” by B.V.Raamna,Tata McGraw-Hill
Publication, New Delhi.

a.  “Schaum’s Outline of Differential Equations” by Richard Bronson and
Gabriel Costa.

b.  Applied Mathematics II by P. N. Wartikar and J. N. Wartikar.

c.  https://www.library.gscgandhinagar.in/assets/admin/images/MAT-
102(UNIT1,2).pdf

d.  http://www.math.utah.edu/~zwick/Classes/Fall2013 2280/Lectures/Lecture
6_with_Examples.pdf

e.  http://www.rahulandmaths.com/bsc-students/differential-equations

5.13 Questions

d?y _
Solve —+4y =0
Solve —2 . 16y =0
olve —=- 16y =
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Solve (D2-3D -4)y=0.

Solve (D3 -8)y=0

Solve (D2-3D+2)y=e’x

Solve(D3-3D2+4)y=e’x

3.

ddy

dx3

(D2-2D+1)y = e’x

= 2X

(D2-2D+1)y = ¢

Assuming that the rate of growth of any organism is directly proportional to
N(t) present at time t, so to find the value of N(t) given that N(0) = 100 and
after (t+1 with t = 0), the size of the organism has grown to 200.

Solution :

In this case t = 0, N(0) = 100. The solution of the problem is given by
N(t) = 100 exp (kt), t >=0

Determine m from the additional condition

N(I) =200 (N(1) = size of T attimet=1).

Hence 200 = 100 exp (k) ,k = 1n2

Hence the solution is

N(t) = 100 exp (t In2) = 100 exp (In2") or N(t) = (100) 2' . So the equation
can be represented as shown here.

Applications - Electrical circuits
_pdi o
E=L i Ri

A resistance of 50Q2 and an inductance of 0.1H are connected in series with
battery of 10V. Find current in circuit at any time ‘t’.

In a network circuit of R-L series R=50Q and L=10H, a constant voltage
150V is applied at t=0 by closing the switch. Find the current in the circuit
at t=0.10sec.

QR JR R TR K K )
O® 040 0 00 00 050 050
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Unit 3

THE LAPLACE TRANSFORM

Unit Structure

6.0 Objectives
6.1 Introduction
6.2 Definition
6.3 Table of Elementary Laplace Transform
6.4 Theorems on Important Properties of Laplace Transformation
6.4.1 Flow Chart of Gamma Function
6.4.2 Beta Function
6.4.3 Properties of Beta Function:
6.4.4 Problem based on Beta Function
6.4.5 Duplication Formula of Gamma Functions
6.5 Additional Problems
6.6 Exercise
6.7 Summary
6.8 References
6.0 Objectives

After going through this unit, you will be able to:

Understand the concept of Laplace Transformation, Theorems on Important
Properties of Laplace Transformation

Solve the problem based on Elementary Laplace Transforms with its type.
Understand the concept of First shifting and Second shifting theorem

Understand Convolution Theorem Laplace Transform of an Integral and
Derivatives
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Chapter 6: The Laplace Transform

6.1 Introduction

In mathematics, the Laplace transform, named after its inventor Pierre-Simon
Laplace, is an integral transform that converts a function of a real variable t
(often time) to a function of a complex variable s. It is an essential part of
mathematical background required of engineers and scientists. This method has
advantage of directly giving the solution of differential equations with given
boundary values without the necessity of finding the general solution and then
evaluating from it the arbitrary constants. It also provide ready tables of Laplace
transforms which reduce the problem of solving differential equations to plain
algebraic manipulations.

Whenever a mathematical operator works on a function, the function is changed
or transformed into another function. For example when the differential operator

D ( d ) works on f(x) = tan,x ,

ax

it produces a new function ¢(x) =D f(x) = sec?x.

6. 2 Definition

Laplace transform is yet another operational tool for solving constant coefficients

linear differential equations. The process of solution consists of three main steps:
1) The given “hard" problem is transformed into a “simple" equation.
i)  This simple equation is solved by purely algebraic manipulations.

i) The solution of the simple equation is transformed back to obtain the
solution of the given problem.

In this way the Laplace transformation reduces the problem of solving a
differential equation to an algebraic problem. The third step is made easier by
tables, whose role is similar to that of integral tables in integration.

DE to be Determine Solve Determine Solution
solved [ gllaplace  |—m Algebraic  —|Inverse —™|to the DE
Transform Eguation Transform

If f(t) is a function of t,then the definite integral f e St f(t)dt,
0

if it exists, will be a function of the parameter s,and is denoted by f(s).

There is a one to one correspondence between f(t) and f (s),
and the relation transforms f(t),
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a function of t into a new function f(s), which is a function of another variable s.

f(t) is called the object function, which is defined for t
>0, f(s) istheresultant

or image function, s is the parameter of the the transform, which should be
sufficiently large to make the integral convergent.

o)

The relation between f(t) and f(s), f(s)= f eSt[fO)]ldt ————— (1)
0
symbolically itis writtenas £ {f(t)} = f(s),and f(s) is called the Laplace
transform of f{z).
L{AF,(t) + BF,(t)} = AL{F,(t)} +
BL{F,(t)} Laplace Linear Transformation

6. 3 Table of Elementary Laplace Transform

f® f(s)
J 1
s
1
e ,S>a
s—a
a
Sin at —_—
s% + a?
S
COS at m
a
sinh at _
s2 — a2
S
COSh at m
t S
— sin at VIRV
2a (s% + a?)?
1
—_ 'n — t -
2a3 (sin at — at cos at) (s2 1 a2)?
i (n+1)!

6.4 Theorems on Important Properties of Laplace

Transformation

I. Linearity Property :
If a,b, c be any constants and f, g, h any functions of t, then

L {af(t) + bg(t) — ch(t)} = aL {f(D} + b{g(®)} — cL {h(v)},
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Chapter 6: The Laplace Transform

L is called linear operator

IL. First Shifting Theorem :

IfL{f(®)} = f(s),thenL{e " f(t)} = f(s+a)
Proof: L{e ¥f(t)} = fooe‘“ {fe"? f(t)} dt

0

= f e~ £(¢) dt
0

:fe‘ptf(t)dt (wherep=s+a) =f(p)= f(s+a)

0

Example 1: Find the laplace transform of i) e ?¢ cosat

Solution : We know L(cosat) = ———
s+ a

s+b

L{ e‘bt COSClt} = m

t

Example 2: Find the laplace transform of i) t? e3

2!
Solution : We know L(t?) = =

2!

L{ tz e3t} = (S _'3)2

Example 3: Find the laplace transform of i) sin 2t sin 3t ii)cos?2t iii) sin®
Solution :

i) since sin 2t sin 3t = % [cos t — cos 5t]

1
&~ L{sin2tsin3t} = 3 [L(cos t) — L(cos 5t) |

-
21s2 412 2452
12s
T (SZ+1)(s? +25)

1
ii) since cos?2t = > (1 + cos4t)

125



APPLIED MATHEMATICS

, 1 1/1 s
~ L{cos*2t} =§[£(1)+ L (cos 4t )] :§(§+52 + 16)

3 1
iii) since sin 6t = 3 sin 2t — 4 sin32t or sin32t = —sin 2t — —sin 6t

3 1
~ L{sin32t} = 7 [L(sin2t) — 7 L (sin6t)]

3 2 1 2
452422 452462
48
T (s2+ 4) (sZ+ 36)

Example 4: Find the laplace transform of
i)e 3% (2 cos5t—3sin5t) ii) e?cos?t
Solution : i) £ {e73'( 2 cos 5t — 3 sin 5t) }

= 2L (e73%cos 5t) — 3L(e 3t sin 5t)

—> s+3 A 5
~ T(s+3)24+5% T (s+3)?+52
_ 2s—9

s2 + 6s+ 34

. 1 1(1 s
ii) Since £ {cos?t} = EL(l + cos2t) = E{E + = 4}

. hifti 2t 20 1 1 s—2
~ By shifting property , we get L{e*' cos*t} = E{s — + G-t 4}
Example 5:1f L {f(t)} = f(s) show that
1 - _

i) L [sinhat)f(O)] =5 [f(s —a) = f(s + a)]

ii) L [(coshat)f(t)] = %[f(s —a)+ f(s+a)]
Hence evluate(i) sinh 2t sin 3t (ii) cosh 3t cos 2t
Solution: We have £ {(sinhat) f(t)} = £ {% (e — e™ ) f(t) }

= 2 [£Ee™ (O} ~ Lle™F(O)]

-1 f(s —a) — f(s + a)|, by shifting property
2
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Similarly L {(coshat) f(t)} = % [L{e?f(t)} + L{e*f()}]

= %[f(s — a) + f(s + a)], by shifting property

3
(i)we have L (sin 3t) = 132
_ _ 1 3 3
L (sinh2tsin3t) = E{(s 22132 (s+2)2+ 32}
12s

T 5%+ 1052 + 169

(ii) we have L (cos 2t) =

52+ 22
1 s—3 s+3
L (cosh 3tcos2t) = E{(s 32+ 22 + (s +3)2+ 22}
2s(s? —5)

T $4= 1052+ 169
6.4.2 Second Shifting Theorem

II1. Second Shifting Theorem :
IfL{F(0)} = F(s) and F(©) = I Z%hen L {F(t)} = e~ f(s)

Proof: L{F(t)}= fooe‘StF(t)dt
0

= [(erwart [Cet P a
0 a
= fae—St(O)dt +Jooe‘“ f(t—a)dt
0 a
= fooe_St f(t—a)dt
- fooe—s<u+a> fwdu, [u=t-—a]
0

= e‘asjooe_su fwdu = e f(s)
0

hence, L {F(t)} = e ® f(s).where F(t) = {fét_“) t>a

t<a

Example 6: Find L{F(t)} for F(t) = {(8_1)3 0t<>1 <1
_ 3!
Solution : Here f(t) = t3 ,hence f(s) = s
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1 p—S

By above theoremas a = 1, L{F(t)} =

IV.IfL{f(£)} = f(s),then L{t" f(t)} = (—1)" f(s) ,wheren
=1,2,3..

This is called multiplication by t"

Corr.The resultlf £ {t f(t)} = — % f(s) = —f'(s)

the dif ferentiation of the transform of a function corresponds to

the multiplication of the function by —t

t
Example 7:Find L {F(t)} for (i) % sinh at (ii)t? cos at

h 1
Solution : (i)f(t) = snhat f(s)= s2 — @2
1 1 1
. L {t 2—smhat} =(-1 ds{Z ﬂ}

1 —2s
=D o
B s
T at

(i) f(t) = cosat , f(s) =

2_|_ aZ
d? s
2 2
@ L{t?cosat} = (1) {2+ az}
_ 25 (s? —3a2)
(52 + a?)3

Example 8: Find the Laplace transforms of

(Dt cosat (iDt?sinat (iii)t3e 3t (iv)te tsin3t

Solution : (i) Since,L(cosat) =

52+ a?
d S (s + a®? —s.2s)
L(tcosat) = _%(52 + az) YD)
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_ (a®=5?)  (s*-a?)
T (24 a?)  (s2+ a?)

(ii) Since , L(sinat ) =

s2+ a?

_ d? a
L(t 2Sln at ) = (—1)2 E (sz-l——az)

3 d{ —2as }_ 2a (3s? — a?)
Cdsl(s2+ a?)?)  (s2+ a?)3

(iii) Since , L(e73t) = L
’ s+3

d3( 1 )_ (-3 6

LEdet) = (-1)?

ds3\s+3/ (s+3)3*1 (s+3)*
(iv) Since , L(sin36) = ——
iv) Since,, L(sin 3t) = ———
) d S 6s
L(t sin3t) = _d_s(sz e 32) = G219y

Using shifting property,we get
6(s+1) 6(s+1)
[(s+1)2+9]2  (s2+2s+10)2

L(e7t't sin3t) =

V.IfFL{f(t)} = f(s),then L {@}
= J f(s)ds,provided tll%&tt) exists

This is called divison by t

Example 9: Find the Laplace transforms of

1—et cos at — cos bt
(i) ( ) (ii) + tsinat
t t
1 1

Solution : (i) Since,L(1 —e') = L(1) — L(e") = -
Ll_et—jo(l 1)d—|1 log(s — 1)I¢
: = s~ 57) 95 = llogs —log(s 5

S
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= [rog (=), = 108 ;=75 = 08 ()

S

ii) Since ,L(cosat — cos bt ) = -
i ( ) s2+ a? s?+ b?

and L(sinat) = ———
( ) s2 + a2

cos at — cos bt
£( )

+ L(tsinat)

[0e]

d
=f(52_i az SZ-i bZ)ds_&(sz_F;az)

S

1 1 @ —2s
Elog(s2 + a?) — Elog(s2 + b?)| —a (—)
S

(s? + a?)?
_le s+ a® 1 sz+a2+ 2as
T Zsw Os24 b2 2 P21 b2 (s2+ a?)?
_11 (1+0) 11 s+ a? N 2as
—2%\17x0) 2%\ \s2 1 p2) T (52 + a2)2
1

) s?+ a? /2+ 2as

- Og SZ+ bz (SZ+ a2)2

—(log1=0)

VI.If L{f(t)} = f(s),then L {f(at)}
= % f (Z) (Chnage of scale Property )

8+ 125 — 252

Example 10:If L{f(t)} = (2 1 4)2

,find L{f(2t)}
Solution: From above result,
5) _ 9 (5
ITTeT e 125(22) )
((7) +4)

_ 4(16 + 125 — 5?)
(s +16)2

VII. Transform of Error Function

Vx
2
We know erf(vx) = NG j e~t” dt
T
o
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Herf (VD)) = —==

6.4.3 The convolution Theorem

VIIL. The convolution Theorem :
This theorem is useful to find a function F(t) whose

transform F(s)is not the transform of a known function , by expressing F(s) as 1

products of two functions of each of which is the transform of aknown function
F(s) = f1(s) fa(s)

where f,(s) and f,(s) are transforms of known functions f,(t) and f,(t)

The theorem states that

c f f1 (t—wfr)dub = f1$)f2(8) = Fi(F(s)
0

=L Jfl W f,(t —wdu
0

This theorem is useful to find inverse transformation.
Example 11:Verify the convolution theoreom for he pair of functions
@) =t () = e*

1
s—a

Solution: f,(s) = Slz'fZ(S) =
NACOACE s2(s —a)

Now, | fi Wf(t—wdu= | u.e®tW¥dy
g f

0

t
— [_E ea(t—u) _ lea(t—u)]
a a? 0
1
= ﬁ[eat —at — 1]

L ffl Wf(t—uwduy = L{a—lz [e® — at — 1]}
0
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1 _
= 5——== fi(®)f2(s)

s?2(s —a)

6.4.4 Laplace Transform of an Integral

By definition,

(o]

L{J-f(u)du} = J-e_“ I!f(u)du] ad @ —————=———= (i)

0

d t
sincea[ff (u)du‘ = f(t),
0

we get by integrating by parts , the result (i)as

t 1 t
LA fdup=|——=e St | f (w)du
([romfeps]
j— 1 ra
= <7)

Thus L{f f (u)du} = %f(s)
0

i.e. function is integrated onver (0,t)the transforming of the integral is

o co

1
+ ;f e St (t)dt

0 0

obtained by dividing the transform of the function by s .

OR
_ ; 1_
UL@)=f@LHwn£{ffWﬁw}=§f6)
0

Let G(t) = j £ Wdu, then @' (¢) = F(©)and B(0) = 0
0
~ L' ()} =sd(s) — 0(0)

Or @(s) = %L{(D’(t)} i-e-L{Jf (u)du} = %f(S)
0
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t
1
Example 12:Verify L fuz e %du; = ;L{tz et}
0

t
Solution: fuz e %du = [—(u? + 2u + 2)e ™ *]§
0

=2—- (t?+2t+2)et
t
o L juz e %du
0
=L{2—- (t*+2t+2)e"} @ —————————— (i)

2~y _ 2d2 1 _ 2
LEe™) = (=1) dsz(s+1>_(s+1)3

Zty B i 1 ) 2
L(ate™) =2.( 1)ds(s+1)_(s+1)2

=~ From (i), we get

t

L Juze_“du —E—[ 2 + < + :
s (s+1)3 (s+1)?% (s+1)1
0
2 1
:—:—Ltz -t
s(s+1)23 s {t%e™)

Example 13: Evaluate the following:

sinmt
(i)f te 3tsint dt (ii) f dt
0 0

t

t

r t — bt “tsint
(iid) j et (Cosa cos ) At (iw)L j € Smt o
0

t t
0

o)

Solution : (i) f te 3tsint dt = f te St(tsint)dt wheres =3
0 0
= L(t sint ), by definition

-0 ()
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2s _ 2X%X3 3

T (2+1D)? (3Z+1)2 50
i t
(ii) j Smtm dt
0

L(sinmt) =

m
(s2 + m?) =f(s), (say)

smmt mds 1 S©
f(s)ds = ﬁ= |tan —
+ m mlg

sinmt

N
OR by defmltlonf e st
0

Now,hrr(}tan “Is/m)=0if m>0ormifm
S—

Thus taking limit as s — 0,we get

[00]

sinmt T
j y dtzzifm>00r—7r/2ifm<0

cos at — cos bt
(lll)f ) dt

s
We know that L(cosat) = L(cos bt )

s
(s2+ a?)’ "~ (s2+ b?)

o)

L(cosat—cosbt)_f( s S )d
t “J\&v T ) ©
S
—1l s>+ a? Oo_ll s? + b?
2 °9 s2 + b? S—Zog s2+ a?

cosat—cosbt)dt_ 1l s%2 4+ b?
"2\t a2

This implies f e‘“(
0

) cos at — cos bt
Taking s = 1,we get f e~ )
0

1 1+ b2
N E <1 + a2>
t
(V)L {f tsint
0

[ee]
) sint ds 1 s 1 1
Smcell( ; )= =tan 's=——tan - s=cot 'S
0

s2+1 2
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L{ " (sin t )}
€ t
=cot (s -1 ————-— by shifting property
t
sin t 1
L J =§cot_1(s -1)
0

6.4.5 Laplace Transform of Derivative

We can express the transform of any derivative of the function f(t)interms of

the function itself and in term of the values of the lower order derivative of
the functionatt =0

(i.e.values approached by the derivatives as t — 0 from positive values).

If £ [f(©)] = f(s)and f(t)is continuous and is of exponential order s,
[i.e.T}li_I}go e™™ f(m) =0, fors> s, ],thenL {f' (O} =sf(s) — £(0)
Where f(0)is the value of f(t) att = 0.

L) = sf(s) — F(0) —~——=——————— )

Corollary : —

If L{F(£)} = f(s) then L{f"(t)} = s*f(s) — sf(0) — f'(0)

Let F(t) = f'(t) then

L{f"O}= L{F (D)}

=sLFO}-F(0) —————— by (1)
=sL{F' (O} - £(0)

=s[f(5) = fFO] - f'(0) —————~ by (1)
=52 f(s) = SfO)-f'(0) —————~ by (1)

By using mathematical induction ,we can show that

LFMO) = 5" F) = s"F(0) = S F1(0) = sFTD () = £V (0)

6.5 Additional Problems

Example 14: Find the laplace transform of each of the following functio
(i) costcos2t (ii)t?—3t+5 (iii) t?sinat (iv)e*tcosh 5t

1
Solution: (i) L{costcos2t} =L {E (cos3t +cost )}

= %{L (cos3t) + L (cost )}
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= E{sz +S(3)2 t +S(1)2}

3 s(s?+ 5)
h {(52 + 1) (s2 +9)}

() L{t?—=3t+5}

n—1)!
We know , L{t"‘1}=¥
s
5 2 2
L{t}:S_‘?‘:S_‘?‘ ,n=3
1 1
L{t}:S_ZZS_Z ,n=2
1
L{t?} =~ n=1
7} = - n

S L{t?—3t+5} = L(t?) — 3L(t)+5L(1)
2 3 5_552—3s+2

s3 52 s s3

(iii) t? sinat

d? s 2a(3s* — a*)
2 — — 2 =

L{t*sinat } = (—1%) 152 '{52+ az} (s? + a?)?

(iv) e**cosh 5t

s—4 s—4
L {e**cosh 5t } = (5—4)2—52252—85—9

Example 15: Find L{f ()}, if f(t) = {5¢79 N
Solution : By definition,

o0}

LF) = f et f(t)dt

0
a (e}

=fe‘5t (0)dt + Je‘“cos (t—a)dt

a

0
= J e St ® cos udu  [where (u= t—a)]
0

(e}
= e‘“sf e S% cos udu
0

s
s2+1

= e % L{cosu} = e™5%
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Example 16: Find the laplace transform of each of the
following functions

(D) t5/2 (i) e~ 3tt~1/2 (iii) erfy/t
Solution : (i) t5/2

(n+1)!

we have L(t") = T

L£(t5/?) =M_ 15 (1/p)! _15 @

k8 h 8 \'s7

(ll) e—3tt—1/2

L(t2) = () g

51/2

« L3 1/?) = - Z -

(iii) erft

By definition of error function

vVt
erf(V/t) =% f =% dy

t
1 _
=ﬁ0fu Y2 e~ du [x2=u ]

t

Li{erf(Vt)} = \/% L fu‘l/z % du

0

— i l L { 1/, e U du} — Lap.Tra.on Integrals
\/_

)
c11 ()
Vm S (s—1D)'2 sVs—1

t 1
Example 17: Given L 2\/; = —— show that L

sz {\/%} %
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t
Solution : Let f(t) = 2\];

) =t L
) Vr2  mt
L) = £
o =L~
= sf(s)— f(0) ————Lap.Tra.on Derivatives
o t 1 1
=5 —¢ =s. —
n s/2= s
Example 18: Evaluate f te 3tsintdt
0
Solution : fte‘” sint dt = f e St (tsint) dt ( wheres = 3)
0 0
= L{tsint} — by definition
d 1
=(=1) — ] ——
D ds {sz + 1}
_ 2s
C (s2+1)2
2%3 3

= WZ% [replacmgs=3]

6.6 Exercise

1. Obtain the Laplace Transform of each of the following functions:

(D)(t2 +1)? (Ans st 4:52 + 24>
(i) (t+ 1)%e* <Ans : (22__+1;3>

(iif)t? cos kt < Ans - % >
(iv) sin3t (Ans e 1)6(52 — )
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_ a (s? — 2a%
(v) cos at sinh at <Ans : w)
(vi)(sin 2t 2t) 2 (Ans ! * )
i)(sin 2t — f——
v o8 s (s2+16)

2. BY using fundamental definition , find the Laplace transform of f(t), where

_ a—bs
O fO =, 55" (Ans: e : )>
1 1 1
@ f® =14 S (Ans:+(c-5) )
_ (t=1?%, 1 ) 2e7
(iii) f(t) = {; , o<t<1 (Ans- 3 )

3. Find the Laplace transform of f(t):

1 1 [s*+a?
(i) ?(1—cosat) Ans.zlog_ 2
(__)1 . be ~ -11 s? + b?
ii t(cosa cos bt ) ns : 5108 212
(i) sinh t (A ( 11 s+1)
i . ns i Slogi—
t
sint 1
(iv) jet ’ dt (Ans: ;cot‘l(s—1)>
0
4T LF(E) = sostl ind £(2t) Ans: 5 —25t4
MO = oy = /™ M G+ D2 (s-2)
5. Evaluate:
) jt3e‘tsint dt (Ans: 0)
0
r 6
i “2tsin3t dt (A :—)
(i) fe sin ns o5
0

‘ 3
' te 3tsint dt (A :—)
(i) f e >tsin ns =0
0
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6.7 Summary

In this unit we learn Laplace Transform definition, Elementary Laplace
Transforms, Theorems on Important Properties of Laplace Transformation

(0]

f6) = [ et if@lde £ @)
0
= f(s),and f(s) is called the Laplace transform of f(t)

L{AF(t) + BF,(D}
=AL{F,(t)}+ BL{F,(t)} Laplace Linear Transformation

Table of Elementary Laplace Transform

f fs)
; 1
S
1
edt ,S>a
S —
a
Sin at
! s2 4+ g2
S
Cos at 2 _ g2
a
sinh at 2 — g2
S
cosh at 2 — g2
¢ S
— sin at
oa (s2 + a?)2
1
2—a3(sm at — at cos at ) (s + a2)2
o (n+1)!
Sn+1

First Shifting Theorem : If £L {f(t)} = f(s), then £ {e " f(t)}
= f(s+a)
Second Shifting Theorem : If £ {f(t)} = f(s) and F(t)
= {fo(t_a) f:gthen L{F{)}= e % f(s)
dn

IFL{f()} = f(s),then L{t" f(t)} = (—1)”Ef(s)  wheren=123...
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Chapter 6: The Laplace Transform

This is called multiplication by t"
t
IfFL{f(t)} = f(s), then L {f( )} J f(s)ds,provided llmog exists

This is called divison by t

IfL{f(6)} = f(s5),then L{f(at)}
= % f(g) (Chnage of scale Property)

1
Transform of Error Function : L{erf(Vt)} = -
svs —

The convolution Theorem:

£ [ £ ¢ wpednf = L©LE = FORE)
0

t
= £ |[ A @hE- wa
0

1._
Laplace Transform of an Integral: L ff (wdu; = ;f(s)

Laplace Transform of Derivative : L{f'(t)}=sf(s)— f(0)
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Unit 3

INVERSE LAPLACE TRANSFORM

Unit Structure

7.0 OBJECTIVES

7.1  Introduction: Inverse Laplace Transform
7.1.1 Shifting Theorem
7.1.2 Partial fraction Methods
7.1.3 Use of Convolution Theorem

7.2  Exercise

7.3 Summary

7.4 References

7.0 Objectives

After going through this unit, you will be able to:

Understand the concept of Inverse Laplace Transformation, shifting
theorem and use of Convolution Theorem

Solve the problem based on Ordinary Linear Differential Equations with
Constant Coefficients

Understand the concept Solution of Simultaneous Ordinary Differential
Equations,

Understand Laplace Transformation of Special Function, Periodic
Functions, Heaviside Unit Step Function, Dirac-delta Function

7.1 Introduction: Inverse Laplace Transform

Having find the Laplace Transforms of few functions, let us now determine the

inverse transforms of given functions. We are now in a position to find the Laplace

transform f (s)for the given object function f(t).

We shall now consider the inverse problem, i.e. given
f (s), to find the object function f(t) of which f(s) is the Laplace Transform.
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Chapter 7: Inverse Laplace Transform

Definition: If L {f(t)} = f (s),then f(t) is called the inverse Laplace Transform

of f (s) and this inverse relation is deonted by.

LHf ()} = f©®

L—l —l] — L_l[ 1 ] — eat
| S S—a
L—l 1 tn—l 123 L—l [ 1 ] eat tn—l
—\ = y M= 1,4,5.. =
sl (n—1)! (s—a) (n—1)!
_ 1 1. = L
£-1 sz-l-—az] = Sin at L PEpn az] = cos at
-1 1 — Sinhat Lt ]= cosh at
_SZ — a2 = Jdlnna —SZ _ az
1 1 s—a
-1 — _ patgi L1 —] = e%(Cos bt
L _—(s o+ bz] 5 e Sin bt =+ 12 e“Cos
-1 S 1
L _m] = % tSin at
-1 1 1
L GZ az)z] =553 (Sin at — at cos at)
1 1 _ .
L [m] = Et Sin at
_ 2as s?=a?
L(t Sin at) = m and £(t cos at) = m
) B S B 1 1 )
~tSinat = 2afl 1 [m] Hence L 1 [m] = Et Sin at

s
t cos at = L‘ll

(s? + a?)?

2 _q? (s? + a?) — 2a?

(s? + a?)?

et

1 1
tcosat =Lt [—] —2a%L71 [—]
(s? +a?) (s? + a?)?

1

1
tcosat =— Sinat —2a*L™ 1! [ >
a (s

+ a?)?

st

|

(s? + a?)?

=55 (Sin at — at cos at)

1

|
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25+ 6
E le 1: Find the i t fi f(i i
xample ind the inverse transforms of (i) ) (i) 214

1
L1 [—s = e, OR f(t) = e™*

Solution : (i)

s+4’
(‘_)25+6_ 2s + 6 — 5 S +3 2
i s24+4  s24+44 s244  Ts244 s2+4

s
We know L(cos2t) = L(sm 2t) = 714

1 [ZS+6 _ Z,C_l{

> }+3L—1{ 2 }
s2+4 s2+4 s2+4

= 2cos 2t + 3sin 2t

Example 2: Find the i transforms of (1) S T % (i) S+

xample 2: Find the inverse transforms of (i =3 )" 25+13
. SZ=3s+4

Solution : (1)5—3,

s2 <3544 1 1 1
L v )
s3 s 52 s3

t2
=1-—-3t+4.—=1-—3t+ 2t>

2!
.. s+ 2
Woas+13
s+ 2 S+ 2
e
—4s + 13 (s—2)2+9

[#ac [m]

= L_l [—_ 2
(s —2)%+ 32

4 .
= e?t cos 3t + 3 e?tsin 3t

There are different methods to find inverse Laplace transform by using the
known Laplace transforms of elementary functions.
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Chapter 7: Inverse Laplace Transform

7.1.1 Shifting Theorem

(D If L7Hf ()} = f(©), then L7 {f(s — a)} = e f(t) = ™ L7 {f (5)}

_ _ d
UDIf L7 {f ()} = f()and f(0) = 0, then L™ {sf(s)} = 7 SW=1'®

i. e.if known standard transform f(s)is multiplied by s,

the inverse transform is the differentiation of f(t)

In general , L7t {s™f(s)} == W{f(t)} provided f(0) = f'(0) =

= f"710) =0
Sometimes along with the above result we require to use following

n

L{"f ()} = D" ;?f(s) = (=1)™ f™(s) which can be expressed as

L_l{f(n)(s)} = (—1)ntnf(t)

UIDIf L7 {f (5)} = F(t) then £ {f (s)} f F(O)dt
0

Also L1 {%}=J {Jf(t)dt} dt
O
= {5
f {J. (ff(t) dt> dt}dt and so on.
o (o \o

VIf £ {F () = f© then ¢ = £ |- [F O]

it follows from L(tf(t) ) =- % [f (s)]

0]

L (f( ) ) J (s) ds, This is useful in finding f(t)when f(s) is given,

o

provided inverse transform of f f (s) can be conveniently calculated

N

145



APPLIED MATHEMATICS

s+7

Example 3: Find f(t),if f (s) = 21 2s+5

Solution
: We complete a square with the first two term in the denominator, thus

s2+2s+5=(s+1)>+(2)2

., F(s) = s+7 (s+1) 43 2
ence, f (s T 42545 G+t 22 (s + 1)% + (2)2
S .
We know L(cos 2t ) = m,ﬁ(sm 2t) = 52 + (2)2
Hence by shifting theorem we have,
(s+1)
L1 = et 2t
{(s Tz 2

_ 2 ot
> {(s+1)2+(2)2}_ e sinat

s+7 }
s2+4+2s+5

= L7 {(s +(i)er Jlr)(Z)Z} +3L {(s + 1)3 + (2)2}

L= o7 ]

= e tcos 2t + 3e tsin2t
Example 4: Find the inverse laplace transforms of the following:

s? (s + 2)?

M (s—2)3 @) (s? +4s + 8)?

Solution: (i)s?=(s—2)>+4(s—2)+4

52 _ 1 4 4
G-2° -2 G-27 (-2°

)
o=

- g e et e )

= @2t 4 4e2tt 4 2p2t¢2 ( Using Shifting property )
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Chapter 7: Inverse Laplace Transform

o (s+2)?
@) £ {(52 + 4s + 8)2}

_ g (s +2)?
B (s2+4s+ 4+ 4)2

- (s + 2)?
B ((s+2)2+4)?

IV s? I e
=e Ll{(sz+4)2}_e2 Ll{(sz+4)2}

=e L {(52 1 DR i 4)2}

_ e *sin2t ot {1 (sin 2t tcos2t )}
- ¢ 4 2

t 4

ot {sin 2t sin2t 4 t cos Zt}
¢ 2 4 2

_ -t {sin 2t N tcos 2t }
B 4 2

7.1.2 Partial fraction Methods

_ F (s
Generally in many problems f (s)is a rational fraction _—) with degree

G(s)
of F (s)less than that of G(s)and this fraction can be expressed as sum
on partial fractions of the type

A A
(as + b)", (as? + bs + b)"

(r =1,2,...)

and finding the Laplace transform of each of the partial
fractions , we find L7 {f (s)}

Example 4: Find the inverse Laplace transform of each the following functions:

_ 252 —6s+5 - 4s +5

() — > (ii) >
s3—652+11s—6 (s—13?%(s+2)
6s3 —21s% 4+ 20s — 7 s2+2s—4

(iii) (iv)

(s+1)(s—2)3 (s2+25s+5)(s?2+2s+2)
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252 —6s+5
s3—6s2+11s—6
+11s—6

2

Solution : (i) ,here the deniominator is s3 — 6s

here the deniominator is s3 — 6s% + 11s — 6

= (s—-1D(s—-2)(s—-3)

252 —6s5+5 B 252 —6s5+5
s3—-6s24+11s—6 (s—1(s—-2)(s—23)
A B C

G- G-2G-3

[2+12—6%1+45] 1

1-2)(1-3) 2

B_[2*22—6*2+5]_
T @2-De-3

[2¥32—-6%x3+5] 5

B3-1)3B-2) 2

o 2s2—6s+5 1 L,
" s3—-6s24+11s—6 (s—1) (s=2) (s=3)

We have £71 {(s i 1)} A {(5 i 2)}

1
= e2t, -1 { }= 3t
e G=3) e

252 —6s+5
(s—=1D(—-2)(s— 3)}

= % o {(s - 1)} - {(s - 2)} +§ . {(5 - 3>}

1 5
_ _t _ g2t 4 2 3t
2e e +Ze

~f)= L7 {

4s +5
(s—1)32%(s+2)’

(i) here the deniominator is (s — 1)?(s + 2)
45 +5 A B 4(-2)+5

et sy "o T oo T 2o+ 2

Multiplying both sides by (s — 1)2(s + 2), we get
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Chapter 7: Inverse Laplace Transform
1
(s—1)?(s+2)(4s+5)= A(s—1)(s+2)+B(s +2) —g(s — 1)
Put s = 1in above equation,we get,9 = 3B,~ B =3

Equating the coefficients of s? from both the sides, 0=A- 3

W A==
3

- L {(s —415)2+(55+ 2)}
1 1

Rl AR e v T e

1 1
=—ef +3tet — e
36 e 36

(__,)653—2152+ZOS—7_ 2 N 4 N 3 1
iii s+1D(=22 (s+1) (s=2) (s—2)2 (s—2)3
1
We have £~ {_}
e have £ G_aF
tn—l
= (n—1)! e3t , Using tbale and shifting theorm

653 —21s% 4 20s — 7}

Hence, f(t) = L7 { (s+1(s—2)3

= 2L {(s Jlr 1)} A {(s - 2)} e {ﬁ}

- )
2

= 2e7t + 4e?t + 3te?t — EeZt

1
=2e "+ (4+3t— Etz)eZt

s242s—4

(iv) (s24+2s+5)(s2+2s+2)

quadratic factors cannot be resolved into real factors with

real numbers, hence
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s?2+2s—4 _ 3 4
(s24+25+5)(s2+25+2) (s2+2s+5) (s2+2s5+2)

3
_ 32 2
(s+1)?+(2)? (s+1)2+(1)?

s2+2s—4
(s2+ 25+ 5)(s?+2s+2)

Using shifting theorem, f(t) = £71 {

- ;L_l {(s + 1)3 + (2)2} Bl {(s + 1)1 + (1)2}

3 _t . _t .
=§e sin 2t — 2e7tsint

_ - d
UDIf £7{F ()} = f(Dand f(0) = 0, then £7 {sf($)} = — {(F(O)} = £ (©

i.e.if known standard transform f(s)is multiplied by s,
the inverse transform is the differentiation of f (t)

dn
= = F®},

provided f(0) = f'(0) = - = f»1(0) =0

Sometimes along with the above result we require to use following

In general , L™ {s"f(s)} =

n

L{"f ()} = (=" ;—f(s) = (=)™ f™(s) which can be expressed as

STl

LHfM(s)} = (D" f(1)
Example 5: Find the inverse Laplace transform of each the following functions:

SZ 2

. .S
® (s24a?)? @) (s +a)3
2 2
(iii) log <1 + Z—2> (iv) tan™t (S—Z)

. = 1 : 1 1
Solution: () f(s)= —— =~ L 1( )= _sinat = f(¢t)

s%+a? s2+a?

Now, f'(s) = Using L7H{f™ (s)}

—2s
(s2+a?)?’
= (—1)"t"f(t) we get
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—2s 1
I I QTN ¢ ) P St
L {(sz+a2)2} (D)Wt asmat

L—l{ > }— 1t' t
(s2+a?)) 2a sma

_ dm
Now,Using L7 {s"f(s)} = e

P ML s
{m} B {S' m}

= d {1t ' t}— ! t t+ sinat
=7 22 sinat; = 2a(a cos at + sin at)

{f(®)},we have

. SZ
Wrar

Now, f(s) = , f(R) = e

(s+a)

Now, f'(s) = Gra?’ f(s) = Gra?

Using L7Y{f™(s)} = (~1)™"f(t) we get

)

2

- {(s + a)z} = (DtRe™

_ 1 1., _
L]{@+aﬁ}=iﬂem

_ d”
Now, Using L7 {s"f(s)} = W{f(t)} ,we have
s? d? (1 1

-1 — ) 42,-at{ — 14242 —at

L {(s+a)3}_ dtz{zt e } 2[(1 t“ — 4at + 2]e

(iii) f(s) = log (1 + Z—j) = log(s? + a®) — 2logs

_ 28

f'(s) = E=F(s)

s2+a? s
Using L7Y{f™(s)} = (-1)™"f(t) we get

w L7f'(s) =29cosat — 1) = —t f(t)

fl) = %(1 — cos at)
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(iv) tan™?! (s%)

PE
1+
_ 4s
T (s2—25+2)(s2+25+2)
_ [ 1 1 ]
(s2—=2s+2) (s?+25+2)

~ 1 1
__[@—1y+1_@+1y+1

oW L7f'(s) = —[etsint — e tsint]

let —et

lZsintz—Zsintsinht
o~ L7Yf7(s) = —t f(t) = —2sintsinht
L7t ‘1(2) f(t) 2 tsinht
. an" =] = = —sint sin
s t S

7.1.3 Use of Convolution Theorem

If the function f (s), whose inverse transform is required, can be expressed

as a product of F (s)
* G (s), where inverse transforms F(s) and G (s) are known,

we use convolution theorem

If L71F (s) = F(t),L71G (s) = G(t) and f (s) = F (s) = G(s) then

t

{L7f ()} = LYF (s) * G(s)} = fF(t —u) G(u) du

0

1 _
Corollary: Since £71 (;) =1and L71f(s) = f(t)

_ 1 _ _
Let F (s) = 3 and G(s) = f (s), hence from above result we get,

t
L1 {@} = f 1. f(uw)du Note: F(t)and G(t)are interchangeable
0

152



Chapter 7: Inverse Laplace Transform

Example 6: Obtain the inverse Laplace transform of the following:

. 1 . s
Otz Doy
1 1 1

Solution: (l)m T2 (s+ 1)

L1 {Slz} =t =F(t) and L‘l{ } =te ' =G(t)

(s +1)2

Using, {L=1F (s)) = L~Y(F (s) « G(s)} = f F(t — u) G(u) du
0

L‘l{m} = E!E(t—u)ue‘” du

= [~(ut—ut)e™ ~ (¢t - 2we™ ~ (=2) e™]j

=tet+ 2e7t 4+t -2

£t {@} B f 1. f(wdu, using repeatedly,, L7 {(s +1 1)2}

0
=te " =f()
=G vl

= Ju etdu=[-ue¥—e*{=1-(t+1et
0

L {ﬁ} -5 ﬁ}

J[l —(u+1)e¥]du
0

= [u+@@+De™+e™f=te " +2e " +t—2

(i) S _ 1 S

(s?+a?)? s?2+4a? s?2+a?

L1 {32 j_ aZ} = cosat = F (t)
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L_li 1 }—Sinat—Gt
s2+a?) a ©)

If L71F (s) = F(t),£L71G (s) = G(t) and f (s)
= F (s) * G(s) then
{Lf ()} = LHF (s) * G(s)}

t

= jF(t—u) G(u) du

0

£ {(sz-l-s—az)z} =L {(s2 -Il- a?) (s? -T— az)}

= jcosa(t—u)

0

sin au

du

t
1
= Ef[sin at + sin( 2au — at )] du
0

1 _ 1 t
= —[usmat ——cos(2au — at)
2a 2a 0
= ) tsinat
=5 tsina
Example 7:Find the inverse transform of the following:

1
(s—2)*(s+3)

)

Solution: (i) £L71 {(s — 2)3 G+ 3)} =L {(s —2)* (1 -2+ 5)}

= et L {54 (51+ 5)}

1 t3 1
By convolution theorem : £71 {5—4} =— 71 { } =e 5t

t t
1 u3 e—5t
-1 — __ ,=5(t-uw) — 3 ,5u
. {54(s+5)} f6 e hdu= =g fu eridu
0 0
t

_e‘”[(lg 3 2,6 6)5ud]
= 5% 725" 154 T 125)¢ Y,

1/1 3 6 6 et
=—<—3——t2+ t— )—
6 \5 25 125 125 625

~
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Chapter 7: Inverse Laplace Transform

7.2 Solution of Ordinary Linear Differential Equations with
Constant Coefficients

The Laplace transform method of solving differential equations yields particular
solution without the necessity of first finding the general solution and then
evaluating the arbitrary constant.

This is specially useful for solving linear differential equations with constant
coefficients.

Procedure to solve a Linear Differential Equations with Constant Coefficients by
transform method.

1.  Take the Laplace transform of both sides of the differential equation using
Laplace Transform of derivative (From Previous chapter) and the given
initial conditions

2. Transpose the terms with minus signs to the right.
3. Divide by the coefficient of y , getting y as a known function of's

4.  Resolve this function of s into partial fractions and take the inverse
transforms of both sides.

This gives y as a function of t which is the desired solution satisfying the given
conditions.

Example 8: Solve by the method of transforms, the equation
y'"+ 2y" -y —2y=0giveny(0) =y'(0) =0and y"(0) = 6

Solution:

nr

Let take the Laplace transform of both sides for y + 2y" —y'—2y =0
[s9 = s?y(0) —sy"(0) = ¥"(0)] + 2[s?y — sy(0) = ¥"(0)] — [s¥y —y(0)] -2y = 0
Using the given conditions, it reduces to
(s34 2s2—s—-2)y=6

6
(s3+ 2s2—-5-2)

}7:

B 6 6 6 6
T -DGE+DGE+2) (s—1) +(s+1) +(s+2)
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6 6 6
“G-D®) T6+D T36+2)

On inversion ,we get y

= L_1<(s—11)>_31:_1<(s-|1-1))+2L_1<(s-|1—2))

Or y = et —3e~t + 2e72t which is the desired result.

Example 9: Use transform method to solve

d’x _dx ) dx
——2—+ x=eththx=2,E= —latt=0

dt? dt

Solution:
d’x _dx .
Let take the Laplace transform of both sides for dr2 dt

[s2% — 52(0) — x'(0)] — 2(s% — x(0)) + % = S_Ll

using the given conditions, it reduces to

2 _ 1 252 —7s+6
(s*=2s+1)x = —+ 2s—5=—"—"—
s—1 s—1
_ 2s2—-7s4+6  2s2=7s+6 2s°—7s+6
TG DEP 254D 5-DG-1?  (s-1?
_ 2 3 4 1 breaking int o e
X T G2t GoDe on breaking into partial fractions

On inversion, we get x
1 1
- () )
) (s —1)2 (s—1)3

3et.t el.t?
1! + 2!

:21:‘1(
s—1

1
= 2et — = 2et — 3tet +§t2et
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Example 10 : Solve (D? + n?)x =asin(nt + a),x = Dx =0att =0
Solution: et take the Laplace transform of both sides for
(D? + n®)x = asin(nt + a)
[s2x — sx(0) — x'(0)] + n?x = a L{sinnt .cos a + cosnt .sin a}

on using the given conditions

5 . n _ s
(s*+ n)x =acosa.———+ asina. ——
s2+n s2+n

_ 1 + s s
X =ancos a.————+ asina. —————
(s2 + n2)2 (s2 + n2)2

On inversion, we obtain

t
X = ancos a.5;— (sinnt —nt cosnt) + asina.-—sinnt
2n 2n

{sinnt cos @ — nt cos(nt + a)}
2n?
Example 11 : Solve (D3 — 3D% + 3D — 1)y = t2e’ given that
y(0) =1,y'(0) =0,y"(0) = -2
Solution: Let take the Laplace transform of both sides , we get

[s3y — s2y(0) — sy’ (0) — " (0)] — 3 [s?F — sy(0) = y'(0)] + 3[sy —y(0)] = ¥

= a

2

S (s—1)°
On using given conditions, it reduces to
_ s?—=3s+1 2 -1 =-(G-1-1 2
y= + = +

(s-1% (s-1)° (s-1)° (s —1)°

_ 1 1 1 2
y =

G-1) G- (-1 (-1p

On inversion, we obtain

LYyr=L7" {(S i 1)} +L7 {(s —11)2} - {(s —11)3} rat {(5 —11)6}

1 1
=ef(1—t—=t? —t5)
Y e( 2V %0
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2x , i
Example 12 : Solvew +9x = cos 2t,if x(0) =1,x (E) = -1
Solution: Since x'(0)is not given, we assume x'(0) = a
: . . d’x
Taking the Laplace transform of both sides of the equation T2 + 9x
= cos 2t, we have

S

L(x")+9L(x) = L(cos2t) ,i.e.[s?x—sx(0)—x'(0)] +9x =

s24+4
+
(sz+9)f=s+a+; OR x = crd + >
s?+4 (s2+9) (s2+4)(s2+9)
OR 7 = s+a 4 S
T G219 52+ 4) (s2+9)
a 1 S 4 S

OR X =259 5 2+ 5 2+9)

On inversion, we obtain

0= s ) s o)

=2 31,“+1 21,“+4 3t
x= E;sm SCOS 5cos

Whent = (g),—lz— — :% sincex(g)z—l

a
3

1
Here the solution is x = < (cos2t +4sin3t +4cos 3t)

7.3 Solution of Simultaneous Ordinary Differential Equations

The Laplace transform method is applicable to solve two or more
simultaneous ordinary differential equations.

Example 13 : Solve the simultaneous equations

dx dy . .
E+5x—2y=t,a+2x+y=0bemggwenx=y=0whent=0.
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Solution: Taking the Laplace transforms of the given equations,

O sv—2y=tD oxsy=o0 (
pTox—2y=t—+2x+y=0,we ge
B B 1
[ sx x(0)] + 5x—2y=s—2 [+ x(0)=0]
. o1 .
L.e.(s+5)x—2y=s—2 ————— (1)
[sy — y(0)]+2x+y=0 [+ y(0)=0]
i.e.2x+ (s+1)y=0  ————— (ii)

Solving (i) and (ii)for ,we get
__ |1/st =2 s+5 -2
x_|o s+1+|2 s+1
_ s+1
x_sz(s+3)2

1 4 1 1 2
27s 9s?2 27(s+3) 9(s+ 3)?

X =

Substituting the value of x in (ii), we get

2 4 2 4 2
s2(s+3)2 27s 9s2 27(s+3) 9(s+3)2

}7:

On inversion , we get

1 ¢t 1 2 4 2t 4 2
e 3t ——te3t and y= —=——— 3t —te3t

X=o57%57 27 9 ’ 27 9 27°¢ 9

Example 14 : The coordinators (x, y)of a particle moving along a place curve at any

. . dy L, dx
time t are given byE + 2x = sin 2t,$ — 2y =cos2t,(t>0).

Ifatt=0,x=1andy =0, show by transforms, that the particle
moves along the curve 4x2 + 4xy + 5y% = 4
Solution: Taking the Laplace transforms of the given equations,

and noting that y(0) = 0,x(0) = 1,we get
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[S?—y(O)] + 22:524-—22 or 2x + S:)_/:m and — (l)
— _ 2 _ _ 2
[sXx-x(0)] — 2y =5 OrsX—2y=5-— 41 —— — (i)

Multiplying (i)by s and (ii)by 2 and substracting , we get

2
C (s2+4)

(s24+4)y= -2o0ry=
On inversion 2,71 [ ! ] sin 2t
i i = — ———| = —si

version -y (sZ+4)
From the given first equation,

2—'2tdy—'2td in 2t
X = sin dt—sm dt( sin 2t)

or 2x = sin 2t + 2 cos 2t or 4x?

=(sin2t+2cos2t)? —————————— (iii)
Also  4xy = (sin 2t + 2 cos 2t)( —2 sin 2t)

= —2(sin?2t+2sin2tcos2t) ———— — — (iv)
and 5y?*=5sin?2t ~ . —————= (iv)

adding (iii), (iv), and (v), we obtain
4x% + 4xy + 5y?

= sin? 2t + 4 sin 2t cos 2t + 4 cos?2t — 2 sin?2t
— 4 sin 2t cos 2t + 5 sin?2t

=4 sin? 2t + 4 cos?2t = 4
Example 15 : The small oscillations of a certain system with two degrees of freedom
are given by equations D?x + 3x —2y =0, D?x+ D?y +3x+5y =0
where D=d/dt.

1
Ifx=O,y=0,x=3,y=2whent=O,findxandywhentzi.

Solution: Taking the Laplace transforms of the given equations,
[s2x —sx(0) — x'(0)]+ 3x =2y = 0
e, (s?24+3)x -2y =3 —————————— )

and [s?x — sx(0) — x'(0)] + [s?y —sy(0) — y'(0)] —3x+ 5y =0
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ie.,(s?=3)x —(s?+5)y =5 ——————— (i)

Solving (i) and (ii)for X and y ,we get

- |3 —2 s243 -2 |_ 352425
5 s245 s2—3 s?2+5] (s2+1)(s2+9)
o111
T s 1T 4 (524 9)
7=|52+3 3|, |s?+3 -2 |_ _ 2s°+24
s2-3 5 s2—=3 s2+5] (s2+1)(s2+9)

o_uo1 o3 1
Y e 21171 (7 +9)

On inversion ,we get

—11't+1'3t —11't1'3t
X = 4sm 12sm , Y= 4sm 4sm

7.4 Laplace Transformation of Special Function

In some physical and engineering problems, it is required to find the solution of a
differential equation of the system which it is acted on by:

(1) a periodic force or periodic voltage

(i)  aimpulsive force or voltage acting instantaneously at a certain time, or a
concentrated load acting at a point,

(1)  a force acting on a part of the system or voltage acting for finite interval
of time

e Periodic Functions
e Heaviside Unit Step Function
e Dirac — delta Function(Unit Impulse Function)

7.4.1 Periodic Functions

The perodic function f(t) of period T is defined as
fE+D=f®),T>0 ———————— (D

Fore.g. (i) f(t) = sint is a periodic function of period T = 2, as
f(t+T)=sin(t+ 2m) =sint = f(t)

ft+T)=sin(t+ 2n) =sint = f(t)
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For e. g. (ii) Square Wave Function

f=1,0<1<a

- 1la<t<2a with period 2a

The Laplace transform of a periodic function f(t)defined by (I) is given by

f(s) = L{f ()}
= f e St f(t)dt

0
T

1
T1_esT f e fwdu —————— (II) for period T
0

Example 16 : The " Square Wave Function " of period 2a is defined by

f(t) =1, 0<t<a
= —1,a<t<2a

Find the Laplace transform of £{?)

[00]

Solution: f(s) = L{f(t)} = je‘“ f(®)dt,

0

T
= ﬁf eSS fwdu —————— for period T
0
2a
L{f ()} = 1——19‘2“f e f(wdu —— ———— for period T = 2a
0
a 2a
= 1—;9‘2“ fe‘sul.du + f e 5% (—1).du
0 0

1(1—e®)2 (1—-e%) 1 as
- - = —— = —tanh—
s(l—e™2a) (1+e%) s 2
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7.4.2 Heaviside Unit Step Function

There are some fractions of which the inverse transform can not be determined
from the formulae so far derived.To over come the such cases,the Unit Step

Function ( Heaviside's Unit Function ) is introduce.

1. Unit Step Function ( Heaviside's Unit Function )

Definiton :
The unit step function u(t — a) is defined as follows:

_(Ofort<a
ut—a) = {1fort >a
where, a is always positive . It is also denoted as H(t — a).

bult—a)
] I
3 —
O a t
Fig (Unit Step Function )

2)Transform of unit function.

oo

L{u(t—a)} = J e Stu(t —a)dt =

i co

a
=fe‘5t.0dt +f e St 1dt = 0+
0

a

—st

—S
a

—as

Thus L{u (t —a)} = e_s

The product f(t) u(t —a) = {?c(t) ;Z:i ; Z

The function f(t — a).u(t — a) represents the graph of f(t)shifted through a

distance a to the right and is of special importance
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Second shifting property
If L{f ()} = f(s), then L{f(t — a).u(t — a)} = e *f(s)

co

L{f(t —a).u(t —a)} = f e St f(t—a) u(t —a)dt

0

= fe‘“f(t—a) (0)dt + fe‘“f(t—a) dt [Putt —a = u]
0 a

co

= fe‘s(”“l)f(u) du =e=5¢ f et fwdu = e ¥f(s)
0

0

Example Express the following function ( From the below figure) in terms of

unit step function and find its Laplace transform

Aol
1

L
2

Solution: We have

0, 0<t<1
fO=4t—-1, 1<t<?2
0, t>2

OR f(t) =t —Dfut—1) —ult —2)]+u(t—2)
=(t—-Dult—1)—(t—2)u(t—2)
By second shifting property , L{f(t —a).u(t —a)} = e " BL{f(t)}

Also L{f()} = L(t) = siz

2

S L{E-Dut -1} =e° Si and L{(t —2)u(t—2)}=e~% siz

-S —2s

Hence L{f(t)} = L{(t — Du(t — 1) — (¢t — 2)u(t — 2)} = es—z
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Example 18 : Using unit step function, find the Laplace transform of

sint , 0<t<mw
f(t) = { sin2t, T<t<2m
sin 3t t=>2m,

Solution :

f(t) =sint [u(t —0) —u(t —m)]
+ sin 2t [u(t — m) — u(t — 2m)] + sin 3t . u(t — 2m)

=sint + (sin2t —sint ) u(t —m) + (sin 3t — sin 2t) u(t — 2mw)

a

Since L[f(t — a)u(t — a)] = e"*f(s) and L[sinat] = Tt a?

LIf(t)] = L[sint] + L[(sin 2t — sint).u(t — m)]
+ L[(sin 3t — sin 2t). u(t — 2m)]

— 1 + —ns( 2 1 )+ —Zns( 3 2 )
Ts2 41 € s2+4 sz2+4+1 ¢ s24+9 sZ244

Example 19 (i) Express the following function ( From the below figure)

in terms of unit step function and find its Laplace transform.

(ii)Obtain the Laplace transform of e 7‘[1 — u(t — 2)].

fi)
1-41—

] bttt

o
|

Solution : (i) We have

t—1 1<t<?2
O {S—t, 2<t<3

OR f(H)=(t—-D{ut-1) —ult-2)}+ B -){u(t—2) —u(t-3)}

=(t—-Dult—1)—-2(t—2u(t—2)+ (t —3)u(t—3)

Since L{f(t — a).u(t — a)} = e % f(s)
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LfO) = et 2e ke [ f©) =t]
h 52 g2 52 ’
_e*(1- e™5)?
=
(i) L{e~t[1 — u(t — )]} = L{e~t} — L{e~t ut — 2)}
1

— _ -2 —(t-2) _
11 e L{e u(t 2)}

_ 1
Taking f(t) =e~t,f (s) = 31

and using L{f (t — a).u(t — a)} = e~ ¥ f(s)

1
L —(t-2) t—2) = —25._
(=)=

{1 _ e—2(5+1)}

H ,L_tl— t—2 =
ence, Le {1 —u( )} T 1

Example 20 : Using Laplace Transform , evaluate the following

o)

f et(1+2t—=t2+t3)H(t — 1)dt
0

Solution : We have L£{(1 + 2t — t? 4+ t3)H(t — 1)}
=e S L{1+2(t+1)=(t+ 1D+ (t+1)3}

= e S L{3+3t+2t% +t3}

= -5(31+31+2 + )
= e 'S 'SZ .53 S4

s (3 4 3 N 4 N 6)
—f T s e
By Definition, this implies that

[ee)

3 3 4 6
je‘“(1+2t—t2 +t3)H({t —1)dt = e~* (—+—2+—3+ —4>
S S S S
0

Taking s = 1, we obtain
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o

16
~fef(1+2t—t2+t3)H(t:——1)dt= y4(3+3-k4+6)=—;
0

e~S —3e3s se~as
. . -1 s -1
Example 21 : Evaluate (i) £ {5—2} (ii) £ {m} a>0

1 t—1 t>1
i : -1 L ! = —_ —_
Solution : £ {e '52} { 0 F el } (t—Du(t—-1)
1 t—3 t>3
-1 -3s __{— ’ = —_ —_
L {e '52} {O, t <3 } (t—3)u(t—3)

e~S —3e3~S e=S e~3s
(1)[,_1 {5—2} = L_l {S—z} - 3L_1{ 52 }

=({t—-—Dult—1)—3(t—-3)u(t—3)

e—as

Y } -1
(ii) £ {sz—wz ,we know L {

- wZ} = cosh wt

L"l{ se™® }_ {coshw(t—a), t>a
' s2— w2} Lo, t<a

= cosh w(t — a) u (t — a),by second shifting property

Example 22 : Find the inverse Laplace transform of :

se~S/2 4 =S e ¢cs
i) ———— (i) =— ,(c>0
M) 52 + m? ()sz(s+a) ( )
S
= . = _1 _ _1 _ .
Solution : (i) £ {52 n ﬂz} =cosmnt,L {52 n 7'[2} = sinmt

and L7He % f(s)} = f(t — a).u(t —a)
= se™S/2 4 re~S
52 4+ m?
s T
—_ r-1)_,-s/2 -1 -s
=L {e '52+7T2}+ L {e '52+7T2}

1

= cosn(t—z).u(t—%) +sinw(t — 1).u(t — 1)

1
= sinnt.u(t—z) —sinmt.u(t — 1)

= {u (t —%) — u(t— 1)} sinmt
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sy o1 e " — r-1),-cs _l l l i i 1
(i) £ {52(s+a)}_L {e ( a2'5+a'52+a2's+a>}
Using L7 {e~*f(s)} = f (¢t — a).u(t — a)
1 e—CS
£ {SZ(S + a)}
_ 1 1 1 1 —a(t—c)
= _E{ .u(t—c)}+a{(t—c).u(t—c)}+?{e .u(t—c)}

= %{a(t —c)—1+e =Nyt —c)

7.4.3 Dirac — delta Function(Unit Impulse Function)

The idea of a very large force acting for a very short time is of frequent
occurrence in mechanics. This Unit impulse ( Dirac Delta) function is useful in
this case.

ot —a)

a a+e

~

1. Unit impulse ( Dirac Delta) function is considered as the limiting form

of the function

= 1/¢, a<t<a-+c
= 0, otherwise

6:.(t —a)
as € — 0.Itis clear from above figure that as € = 0, the height of the
strip increases indefinitely and the width decreases in such a way that
its area is always unity.

Thus the unit impulse function §(t — a) is defined as follows:

6(t—a)= o fort=a;=0fort #a,
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Suchthatfd(t—a)dt=1 (a=0)
0

As an illustration, a load w,, acting at the point x = a of the beam may be considered as the

limiting case of uniform loading wy /¢ per unit length over the portion of the beam between
x =aand x = a + €. Thus

= wy/€, a<x<a-+ce
w(x .
() = 0, otherwise

i.e. wx)=wydx+a)
2. Transform of unit impulse ( Dirac Delta) function.

If f(t) be afunctionof t att = a, then

ate

r 1
[rosc-w.a = [ 5o < a

1
=(a+e—a)f(n) == f(m), wherea <n < a+e,byMean Value theorem for integrals

Ase - 0,we get ff(t) 6(t —a)dt = f(a).
0

In particular, when f(t) = e™5!, we have L{6(t — a)} = ™%

f) - f(a)
b—a
= f'(c) (forsomec, a<c<b)
Provided that f is differentiable on a < x < b,
and continuousa < x < b

Mean value Theorem ,
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Example 23: Evaluate (i) f sin2t 6(t —m/4) dt (ii) L{%S(t — a)}
0
Solution: (i) We know that f f@®)6(t—a)dt =f(a)
0

f sin2t 6(t —m/4) dt =sin(2.w/4) = sin(n/2) =1
0

(ii) We know that L{§(t —a)} =e™%

1 [ee] [ee]
L{?S(t—a)}z fL{S(t—a)} ds = fe‘asds
N S
e 41 1
= | :_e—as
—al; a

Example 24: An impulsive voltage ES(t) is applied to a circuit consisting of
L,R, C in series with zero initial conditions.If i be the current at any
subsequent time t find the limitofiast = 0

Solution: The equation of the circuit governing the currenti is

t

di 1
LE-I- Ri+EJidt= E6(t) wherei = 0,whent =0

0

Taking Laplace transform of both sides, we get

11
L[s7—i(0)]+ Rt + Ts T=FE (Using transform of derivative and integrals)

0 (2+R +1)‘—E Or (s?+ 2as + 2+b2)‘—E
ri|\s LS CL l—LS r (s asr+a l—LS

h R—Z dl— 2 4+ p?
where - = 2aand = = a

_E (sta)—a _E{ (s+a) 1 }

O = Grar+0? LG+ +p2 “Grag+p

On inversion, we get

E a
1= T {e‘at cos bt — Ee‘at sin bt}

Taking limitast — 0, i— E/L
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Although the current i = 0 initially,
yet a large current will develop instantaneously due to impulsive voltage applied

at t = 0.In fact the limit of this current which is E /L

7.5 Exercise

1. Find the Inverse Laplace Transform of each of the following functions:

1 1
) —— L pd,—t
@) Go1F (Ans:—tte™)
. 4s+15 1 5 3 .5
) 1652 — 25 (Ans : ZCOSth + Zsmh;t)
337 -1)2 3 3,,1,
(lll)z—ss (Ans-z—zt +1—6t )
o1 t
(iv) 372 (Ans- 2\/;
1 1 3
V) —— Ans : e /2)
( )\/25+3 ( 2mt

2.Find the Inverse Laplace Transform of each of the following functions:

 4s+12
@ s2+8s+ 16 (ans€ 4K (1=5)
3s+7
(ll) m (Ans : 4e3t — e‘t)
s2+1 1 5
A —t =2t
(i) s3 + 352 +2s (Ans 2 2e +Ze )
(iv) S+ (A te”H 3t+5 ' 3t>
iv GEHGET9) ns:e cos 3 Sin
s+ 2 )
(U)m (Ans:(3t—8)et+t +5t+8)
1
(Ul)m (AnS:Etz'i'COSt—l)
s2 — g2
(vii) m (Ans : tcos at)
s 1
(viii) GIrDGEI T (Ans : §(cos t —cos2t ))
1
(ix) Tt ade (Ans Eys (sinat — at cos at ))
S 1
(%) Ty (Ans : o2 (sin at sinh at)
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3. Use convolution theorem to obtain inverse Laplace transform of
each of the following

(i) ——= (Ans : et — 1)

s(s—a)

1

(ll) m (Ans : ; (1 — cos at ))
(iii) 1 (Ans : 1erf( 2 \/f))

svs+4 2

3 —2X __ —-3x

(w)— og ES I 2; Ans : j% dx

4. Solve the following differential equations (t > 0)with given initial values

d
(i) (D + 1)%y =sint ,with y=—y=1att=0

dt
(A : —5t ‘t+3 L t)
ns:y=te 5 € 5 €S
g : . dy
(ii) (D + 1)?y = sint ,with y=a=1att=0
(A : —5t ] t)
ns:y=ste 5 € 5 COS
(ii) (D> + 4D + 8)y = 1L,with y =0,D, = latt

=0
1
(Ans F < (1 — e 2tcos2t—3e % 'sin 2t))
(iii) (D + 1)y = t?e ¢, giveny =3 whent =0 ,

3
(Ans ty()=e™t (; + 3>>

dy
(iv )F———@/—Z with y(0)=1y'(0) =0,
1 8 4
cv— T 3t -2t
(Ans-y +15e +5e )
. . ! — 1
(v) Ii2 +y =sint with y(0) =1y'(0) = 5

(w5 (1 Jeost)

5.S50lve the simultaneous equations

dx
P =2x—3y

() dy subject to conditions x(0) =8,y(0) =3,
E =y - 2x

(Ans:x =5e7t + 3e ,y = 5e7t — 2e*)
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dx dy
— + 2y = cos2t

(ii) } g; c?; subject to conditions x(0) = 0,y(0)
E-l_ a 2x = sin2t
=-1,

1 1
(Ans Px = Eet(cost+sint) —ECOSZt Y

= —el(cost —sint) — sin Zt)

d?x \
— +tx+y =0

.y dt?

(ii) 22y x(0) = —2a,y(0)=a,
4 F —x =0 }

x'(0) = 2b,y'(0) = —b

(A 2 L + 2V2 bsi t)
ns : x = 42a cCoS— SIN —
V2 V2

7.6 Summary

In this unit we learn Inverse Laplace Transform definition, Shifting Theorem,
Partial fraction Methods, Use of Convolution Theorem.

Inverse : L7Yf (s)} = f(t)

=1 R
S s—a
1 g1 1 gat ¢n-1
L1 —] =——n=123. L‘l[ ] =
sl (n—1)! n (s —a)” (n—1)!
L 1 1 4 S 4
¢ ] =g s £ ] = cosa
1 ) [ S _
L1 m] = Sinh at L1 o az] = cosh at
[ 1 1 [ s—a
-1 = @ | —Z patcy L—l —]
£ (s —a)? + bz] b ° Sin bt (s —a)? + b?
= e%(Cos bt
] S 1
L m] = %t Sin at
1 1 1
L GZ 1 aZ)Z] =55 (Sin at — at cos at)
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Shifting Theorem:

(DIf L7Hf ()} = f(£), then L7 {f (s — @)} = e* f(t) = e;tﬁ"l {if )}
UDIf L7{f ()} = f(D)and f(0) = 0,then L™ {sf(s)} = a2
=f'(®)

UIDIf L {F ()} = f(©) then L1 {f (s )} f F(6)dt
0

_ d -
IVIf L7 (9} = O then tf@) = £ {-—[F )]}

(V)L(f()> [Fesras

Partial fraction Methods

_ F(s
Generally in many problems f (s)is a rational fraction & with

G(s)
degree of F (s)less than that of G(s)and this fraction can be expressed
as sum on partial fractions of the type
A A
(as+ b)", (as? + bs +b)"

and finding the Laplace transform of each of the partial fractions, we find £~! {f (s)}

(r =12,..)

£ s f(s)} == W{f(t)} provided £(0) = £(0) = - = f71(0) = 0

n

L{" (O} = (D" ;?f(s) = (—=1)™ f™(s) which can be expressed as

L ()} = (-D"t"f(1)

Use of Convolution Theorem
If L7F (s) = F(t),L71G (s) = G(t) and f (s) = F (s) * G(s) then

t

{L7f (s)} = LYF (s) *G(s)} = fF(t —u) G(u) du

0

1 _
Corollary: Since £71 (;) =1and L71f(s) = f(t)

-1 {@}z}l.f(u)du

0

Laplace Transformation of Special Function
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¢ Periodic Functions
e Heaviside Unit Step Function
e Dirac—
delta Function(Unit Impulse Function)

Periodic Functions

The perodic function f(t) of period T is defined as
) f+T)=f(t), T>0
f(s) = L{f(O)}

= f°° e St f(t)dt

0
T

1
T 15T f e'fwdu — ———— for period T
0

Heaviside Unit Step Function
The unit step function u(t — a) is defined as follows:

_(Ofort<a
u(t_a)_{lfort >a

where , a is always positive . It is also denoted as H(t — a).

Dirac — delta Function(Unit Impulse Function)
Unit impulse ( Dirac Delta)

function is considered as the limiting form of the function

= 1/¢, a<t<a-+c

8:(t — a) = 0, otherwise

as € — 0.Itis clear from above figure that as € — 0, the height of the strip increases

indefinitely and the width decreases in such a way that its area is always unity.
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Unit 4

MULTIPLE INTEGRALS

Unit Structure

8.0 Objectives

8.1 Double Integral: Introduction and Notation
8.2 Change of the order of the integration

8.3 Double integral in polar co-ordinates

8.4 Triple integrals

8.5 Summary

8.6  Exercises

8.7 References

8.0 Objectives

After reading this chapter, you should be able to:

1
2
3.
4

Understand double integrals & notations.
Solve problems based on double integrals.
Understand double integral in polar co-ordinates,

Know the concept of triple integrals,

8.1 Double Integral: Introduction and Notation

It is presumed that the students are familiar with “ the limit of a sum as an integer.’

9
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Chapter 8: Multiple Integrals

x=b b
51imo z ydx  and this is expressed as J y dx
X—
x=a a

Thus

x=b b
Jim, 3 yox = [y ax
xX=a

a

Let us now consider the integration of a function of two variables over a given

arca.

=

Fig 2

To make the idea clear, we shall consider a plane lamina in the xOy plane, the
surface density o of which is a function of the position of the point P(x, y). Thus
surface density o = f(x, y).

To find the mass of the lamina, we shall take a small area A about the point
P(x,y).

The mass of this elementary area is f(x,y) dA. To find the total mass of the lamina,
we shall find out expressions such as (x,y) §A, all over the lamina, form the sum
> f(x,y) 8A, and to be more accurate, §A must be taken a small as possible.

That is
The mass of the lamina = 5111m0 > f(x,y) 6A (8.1)

where summation extends all over the lamina.

Let us take §A in a more convenient way so that the summation in (8.1) can be

carried out.
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/
10

o [rmm e D

0 a x x+tdx
Fig. 3

Divide the lamina by a system of straight lines parallel to the x and y axis into a
mesh of elementary rectangles. Take the rectangle with one corner at P(x,y).

Then the area of rectangle PQRS §A= 6x .dy

And the mass of the elementary rectangle = f (x,y) 6xdy.

By (8.1) the mass of the lamina M is

M= SI)Zr_r}O Y>f(x,y) 6xdy (8.2)
8y -0

We shall evaluate the expression on the R.H.S. of the (8.2) in a systematic way.

Taking the sum of f(x,y) dxdy over the strip ABCD, we have for the mass of
the elementary strip ABCD

D
= lim 2 £(x,y) 6x8y (83)
8y -0 -

Where in this summation we note that x and dx are constants. We can therefore
write (8.3) as

YD
— 6% lim Z F(x,y) 8y (8.4)
8y -0
YA
And by introductory remarks on the limit of the sum as an integral we write (8.4)
as
Ya2(x)
= 0x f f(x,y)dy (8.5)
y1(x)
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Where yi(x) and y2(x) are the values of y at A and D and both depend on the

position of the ordinate, that is on x.

It is to be remembered in the integral of (8.5) that x is to be regarded as a
constant in the integration w.r.t. y and since the limits of the integral are the
functions of x,

y2(x)
So f f(x,y) dy will be some function of x, say @(x). We thus say that let
y1(x)
y2(x)
f fl,y)dy = @(x) (8.6)
y1(x)

So that from (8.5) , we can write the mass of the elementary strip ABCD as
[D(x). 6x ]

Next taking the mass of each strip such as ABCD parallel to the y - axis ,over the
area of the lamina, we have
x=b

Mass of the lamina = 61im0 z @ (x) bx.
X —
xX=a

xX=

b
J P(x)dx. (8.7)

x=a
Substituting for @(x) from (8.6) in (8.7), we get
x=b [ Y2(x)
Mass of the lamina = f flx,y)dy; dx .. (8.8)
x=a \yi(x)

The expression on the R.H.S. of the equation (8.8) is called a double integral for

obvious reason and is written in various ways as follows

b Y2(%)
j J f(x,y) dy dx. (8.9a)
a  yi(®)
or
b Y2(%)
f(x,y) dx dy. (8.9b)
a  yi(x)

Where the integral signs are written in order of integration taken from the right,
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b y2(x)
or dx flx,y) dy. (8.9¢)
El[ Y1.(fx)
¥
£ . S
CE F 5 R
- / : G
N Q?)
RN
BN,
Q x20)
O X

Fig. 4

This last way of writing the integral is more convenient, as it expresses clearly the
order in which the integration is performed i.e. we first integrate w.r.t. y considering
x as a constant and then we integrate w.r.t. x. It may also be noted that when we

take the elementary strips parallel to the y-axis, we first integrate w.r.t. y.

If instead of taking the elementary strip parallel to the y-axis we take it parallel
to the x-axis such as EFGH shown in the adjacent figure, we have by a similar
reasoning to the above

f x2(¥)
Mass of the lamina =fdy f f(x,y) dx (8.10)
e x1(¥)

In which we have to first integrate w.r.t. x and then w.r.t. y, thus changing the order
of the integration. Both the integrals (8.9) and (8.10) represent the mass of the
lamina and so are equal. The total area of the lamina is known as the region of

integration.

The function f{x,y) was considered as the surface density of the lamina, just for the
sake of understanding clearly the idea of double integral. However f(x,)) may be
any function of the position of a point in the loop-area, and the double integral of
this function over the area of the loop is given by (8.9) or (8.10) that is
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b v2(x) f x2(y) .. (8.11)
] dx ] f(x,y)dy or f dy f f(x,y) dx
a y1(x) e x1(¥)

8.2 Change of the order of integration; Evaluation of Double
integrals

The method of evaluating the double integrals (8.11) is actually clear from the
theory developed in the previous section. We note that in the evaluation of the
double integrals, we integrate first w.r.t. one variable (y or x depending upon the
limits, and the elementary strip) and considering the other variable as constant and
then integrate with respect to the remaining variable.

d

7,

Fig. 5

If the limits of integration are the constants such as in the region of integration
being a rectangle, then the change in the order of integration does not require

change of the limits of integration.

Thus from the adjacent figure, we see that

b d

jdxfdf(x,y) dy =fdyfbf(x,y) dx (8.12)

a c

But if the limits be the variable as in the general case taken in section 8.1 then in
changing the order of integration a corresponding change is to be made in the limits
of integration as seen from (8.11). Sometimes in changing the order of integration
we are required to split up the region of integration and the new integral is
expressed as a sum of a number of double integrals. The examples solved below
make this ideas clear. The change of the order of integration is sometimes
convenient in the evaluation of the double integrals. This is also illustrated in

problems solved below. In changing the order of integration, it is convenient to
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draw rough sketch of the region of integration, which will help to fix up the new

limits of integration.

Example 1. Evaluate [(x? —y?) dA over the area of the triangle whose vertices
are the points (0,1),(1,1) and (1,2).

The equations of the sides of the triangle whose vertices are at A(0,1), B(1,1),
C(1,2)arex=1,y=landx=y-1 ... (1) as shown in the figure 6.

y C(1,2)

x=p-1 =1
A rd
(0j) =1 B(1.1)
O X
Fig. 6

If we take an elementary strip parallel to the x-axis, we will be integrating the given
function with respect to x. The ends of this strip are bounded by the lines x =y - 1
and x = 1, so that these are the limits of integration with respect to x. Next we
integrate w.r.t. y from y = 1 to y = 2, which then covers the whole area of the
triangle ABC.

Thus if 1= [(x? —y?) dA taken over the area of the triangle ABC

Then,
2 1
[ = fdy f(xz — y?) dx . . (ii)
1 y-1

To evaluate the first integral, we regard y as a constant,
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3- 3 " 12 t7
_[2 16 1+ 1+2 1]
13 3 12 3 3 4

2
-3

It will be interesting to try the above example by taking strips parallel to the y-axis,
which is left to the students as an exercise leading to the same result as above.

Example 2. Evaluate

a
J @
0

In the integral as it stands, the integration is first w.r.t. x and this integration, as is

xylog(x + a)
(x — a)?

0

clear is complicated. As integration w.r.t. y is simple, we therefore change the
order of integration, for which sake we find out the region of integration for the
given problem.

In the given Interval where the integration is first w.r.t. x, the elementary strips are

parallel to the x-axis and these strips extend from x = 0 (i.e. the y — axis) to
x = a—\/cﬂfy2 i.e. to the boundary of the circle (x — a)? + y? = a?.
Moreover as x = a minus W , it extends upto the side (1) of the circle and
not upto (ii) for which x = a plus \/m .
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An elementary strip such as this is shown in the figure 7 by AB. Next we integrate
w.r.t. y from y = 0 to y = a and so the strips such as AB, bounded on one side by
the y-axis and on the other by the circumference of the circle are taken from y =0
to y = a. Thus the region of integration is the shaded part in the figure.

If we change the order of integration, integrating first w.r.t. y then the elementary
strip is parallel to the y-axis, such as BC in the figure which extends from
circumference of the circle (x — a)2+ y2 =a? ie. y=+V2ax—x? to the
line y = a. These are therefore the limits of integration w.r.t. y. To have same region
of integration as in the given integral. We must take such strips from x = 0 to
x = a, which are the limits of integration w.r.t. x. Thus changing the order of
integration, the given integral say I, can be written as

a a

_ xylog(x + a)
I—fdx .[ o= a)? d
0 V2ax—x2

Integrating w.r.t. y considering x as constant, we have

a
xlog(x + a
szdx 8( 2)[ l
0 x_a) Zaxx

1Ja xlog(x + a)
= dx ——————

2 2
3 G- o) [a® — 2ax + x“]
0

a

1
=§jxlog(x+a) dx

0

This can be integrated by parts, with log (x + a) as a part to be differentiated
which gives
a?
I = 7[210ga+ 1]

Example 3. Change the order of Integration in

2a \/m
f j f(x,y) dxdy
0 V2ax—-x2

The order of integration in the given integral is first w.r.t. y and then w.r.t. x

The elementary strips here are parallel to the y-axis (such as A B) and extend from
y=v2ax — x2, [i.e.thecircle x? + y2 — 2ax = 0. with centre at (a,0) and radius
a] to y =+/2ax [i.e. the parabola y? = 2ax] and such strips are taken from x = 0 to
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x =2a. The shaded area between the parabola and the circle is therefore the region
of integration.

In changing the order of integration, we integrate first w.r.t. x, with elementary
strips parallel to the x-axis, such as CD. In covering the same region as above, the
ends of these strips extend to different curves. We therefore divide the region by
the line y = a into three parts (I),(II),(III) as shown in the figure.

¥

P(2a.2a)

R

[}

\

D

(0.4

ST

A

2
For the region (1), the strip extend from the parabola y? = 2ax i.e. x = Z—a to the

straight line

x = 2a, so these are the limits of integration w.r.t. x. Such strips are to be taken

from y = a to y = 2a, to cover the region (I) completely. So the part of the integral
in this region 11 is

2a
a
2

From the region (II), the strips extend from the parabola y? = 2ax i.e. x = Z— to

f(x,y)dx . " (i)

NHA\ N

the circle

x? + y? — 2ax =01i.e. x = a ++/a? — y? in which we take the negative sign

with the radical as is obvious from the figure, so the limits of integration w.r.t. x
2

= —a—Jaz —y2 i = =
arex =--tox=a a* — y# and such strips are taken fromy=0toy=a, to

cover this region completely. The contribution to the integral from this region 12
is therefore
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o a-y@?

I, = f dy f f(x,y)dx . . (ii)
0 y2
2a

For the region (III), the strips extend from the circle x? + y? — 2ax =0
[i.e. x =a +/a? — y?; in this we have to take the positive sign with the radical as

is clear from the figure] to the line x=2a, so that the limits of integration w.r.t x
are x = a +,/a? — y? to x=2a; and such strips are to be taken from y=0to y =a,

which covers in the integration the region (III) Denoting this part of integral by I,

we have
a a
I; = fdy f f(x,y)dx . . (iii)
N

Thus if we change the order of integration, we have to divide the region of
integration, and the given integral is equal to I1 + 12 + I3 or from (i), (ii), (iii)

2a VZax 2a a-+az-y?
[ ax f @ y)dy—]dyf @ y)dx+fdy [ rena

a

+ [ ay f £x,y) dx

0 a+Ja2=y?
This example illustrates that in changing the order of integration sometimes not
only limits are to be changed, but it is necessary to split up the region of

integration.

Example 4. Change the order of integration for the integral

a 2a-x

f j xy dx dy
0 x2

and evaluate the same with reversed order of integration.

The given integral is

a
fdx
0

N
Q

—-X

yd . . ()

8 R—y
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Q2

2a

In this the integration is first w.r.t. y with strips such as AB, parallel to the y-axis
2
with extremities lying on the parabola y = % and the straight line y = 2a — x. These

strips are taken from x = 0 to x = a, that gives the region of integration, the
curvilinear triangle OPQ, shaded in the figure 9.

In changing the order of integration, the integration is to be taken first w.r.t. x with
elementary strip parallel to x axis, such as CD, and that needs dividing the region
of integration by the line y = a, i.e. the line PR, into two parts the triangle PQR and
the curvilinear triangle OPR denoted in the figure by (I) and (II) respectively.

For the region (I), the limits of integration w.r.t. x are x = 0 to x = 2a — y and the
limits of the next integration w.r.t. y are y = a to y = 2a, so the contribution to the
given integral from region (I) is

2a 2a-y
Iy =f dy f xy dx .. " (ii)
a 0

For the region (II), the limits of integration w.r.t. x are x =0 to x = ,/ay and

those w.r.t. y are y = 0 to y = a, so the contribution to the given integral from the
region (II) is

a Vay
I, =fdy f xy dx . . (iii)
0 0

Hence, reversing the order of integration, from (i), (i1) and (ii1),
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a 2a- 2a-y
f f xydy—fdy f xy dx
0 x2
X
a Vay
+ fdyj xy dx . . (iv)
0 0
Now, with usual method of evaluating the double integral
2a—-y 2 2a 2a
fdy f xydx—fdyyl l y(2a—y)2dy
= o2 at* . . W
and
a \/W a xz m 1 a
fdyf xy dx = fdy.yl7l =§fay2dy
0 0 0 0 0
1
= ga" (vi)

From (iv), (v) and (vi),

2a—x

fd f d > +1 S
X xyx—24a 6(1 8(1

8.3 Double integral in polar co-ordinates

R
7 ()
rdf T
o
B /s N
0|48 X
Fig 10
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In case we use polar co-ordinates, divide the region of integration by curves

r = const. (which are circles) and n = const. (which are straight- lines)
This gives a mesh of the form shown, where the elementary area is dr.r 66

Thus if f(r, 8) be a function of position, we have over the wedge PQ, the sum as

Q
lim 692f (r,0).r or
or =0 =

r2(6)
= 66 f f (r,0) rdr (8.13)
r1(6)
Where r;(0) and r,(0) are equations of the two parts of curves where 0 is kept

constant, while integrating w.r.t. 7. Finally summing for all the wedges between
B =ocand 6 = (3, we get

B 2(0)
6Léir—r>lo 60 Z f (r,8)rdr
a r1(6)
B r2(6)
= fde f f (r,0) rdr (8.14)
a 1(0)

The order of integration may be changed with appropriate changes in the limits.

Example 1. Evaluate
ff rdrd0®
va? +r?
over one loop of the lemniscate 2 = a?cos 20

s T
v o=
- T4

o =a+cos28
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4 Vcos26

I—Jde rdr

T

40 [W]: c0s20

AR I E e SRS
N

= fde {av1+60526|—a}

T

4

T
4
=a f[\/flcose—l]de
s
4

= a[\/§|Sin9— 9]%E
= [2—%]=2a [1—%]

Example 2 . Evaluate

a S P
[ar | ===
2 v NE T Y
by changing to polar coordinates.
T
¥
O X

Fig. 12

Here the elementary strips, such as AB are parallel to the y axis and extend from

y=vVax — x?
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[which is the circle x2 + y? — ax =0,
with centre at (% ,O) and radius % ]to

y=vVa? — x? [ i.e. the circle x? + y? = a? , with center at the origin and radius
a.] such strips are taken from x = 0 to x = a, and so the area between the two circles,
is the region of integration.

To change the given integral to polar coordinates, we substitute x =1 cos0, y =r
sinB, and dxdy by its equivalent elementary area in polar coordinates rdrd0. The
equations of the circle in polar coordinates are r = a cosf and r = a and the ends
of the elementary wedge, such as CD along the radius vector lies on these circles

and so give the limits of integration w.r.t. r and to cover the same region of

integration as in given integral. 0 varies from 0 to g
Thus the transformed integral I is

a

T
2
I fdef L
= ———dr
J ,/az_rz

a cos0

= [ a0 [-Vaz= 2]

a cos0

O\‘Nm

asinddd =a

Il
S—— ui

8.4 Triple integrals :-
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Let f (x,y, z) be any function of the position of a point (x,y, z) in space [say the
density of the body]. Divide the body by a system of planes into small rectangular
blocks. The element of volume at P (x, y, z) is then dxdydz.

The mass of the elementary cuboid at P = f (x,y, z). dxdydz

Then

Z2
lim Z f (x,v,2) dxdydz
dz -0

Z2(x.y)
= dxdy j f(x,y,z)dz .. (8.15)
Z1 (xry)
where z;(x,y) and z,(x.y) are the equations of the lower and upper surfaces of

the bounding volume. The result (8.15) gives the mass of the elementary column
on dxdy in the xOy plane as the base. In the integral (8.15), x, y are constants.

We now have to sum for all the columns standing on the area in the xOy plane
vertically below the surface. Taking first all the columns in a slice parallel to the
y-z plane which means integration w.r.t. y while keeping x constant, we get
V2(x) z3(x.y)
f(x,y,z)dz ; dy | dx (8.16)

y1(x) z;(xy)

and finally summing for all the slices from x = a tox = b, we have

b V2(x) Z3(x.y)
jf(x,y,z)dvzfdx J. dy f f (x,y,z)dz
v a y1(x) z1(xy)

(8.17)

The evaluation of a space or volume integral involves three successive integration
and so is called a triple integral. The order of integration may be changed with
appropriate changes in the limits.

In polar co-ordinates the volume of an elementary cuboid
dv= r*sin0dr do do
and the integral (8.17) takes the form

Jf f(r,0,0)r %sin dr d6 do
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And in cylindrical co-ordinates , the elementary volume is
dv=pdp dd dz

and the integral (8.17) takes the from

fff f(p,®,2)pdp dd dz
with appropriate limits.
Example 1. Show that the volume bounded by the cylinder y° =z, y = x?

And the planes z=0, x + y +z= 2 is equal to

1 Vx 2-x-y
J f f dx dydz
0 x2 0

and evaluate it.

Fig. 14

The cylinder stands on the area common to the parabolas with generators parallel
to the z-axis, and the volume required is the portion of this cylinder cut-off by the
planes z=0 and x+y+z=2 ie.z=2-x-y

Integrating first w.r.t. z we obtain the volume of the elementary column,
on dx dy as the base, where limits for z are z = 0 to z = 2- x- y.
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Thus the volume of elementary column on the dxdy as the base is
2—x-y

dxdy f dz " " ()
0

Taking a slice parallel to the yOx plane , of all such columns, leads on the
integration w.r.t. y from y = x? to y = v/x ( ref. fig.14), we thus have the volume of

an elementary slice parallel to the yOz plane as

2 y

Vx —x-
dxf dy f dz (ii)
0

x2

Summing the volumes of such slices, bounded by the curves y = x%, y =+/x , from

x =0 tox =1, gives the total volume of the cylinder in question and is

Vx 2—-x-y

fdxj dy —jf_ dz (iii)
0 0

b

2

=

which is the same as the given integral. To evaluate it we use the same principles
as used in the evaluation of a double integral. Thus

1 Vx 2-x-y 1 x
fdxf dy f dz = fdxf dy [2]27%7
0 x2 0 0 x?
1 Vx
=J.dx (2—x—y)dy
0 x2
1 X Vx
=de[(2—x)y—7
0 x2

1
:f{(Z—x)\/;—;—(Z—x)x2+ %} dx
0
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3 5 1
4x2 2xZ x% 2x3 N xt N x> 11
3 5 4 3 4 10| 30
0

8.5 Summary

The eight chapter of this book introduces the students with concepts of double
integral, evaluation of double integrals: change of the order of the integration and
double integral in polar co-ordinates with notations, which is important in
understanding, implementation in application areas of integrals. Triple integrals is
also explained with solved problems and illustrations.

8.6 Exercises

Evaluate the following Integrals

1. ff ydxdy over

i) the area bounded by y = x?andx + y = 2
ii) the area bounded by x = 0, y = x? and x + y = 2 in the first quadrant.

2. ff xy(x + y) dxdy over the area bounded by the parabola x? = y and y?

=-X.

3. i) ﬂ-(xz + y?)dxdy

ii) ff x2 y dxdy over the area in the positive quadrant of ellipse

ﬂ dxdy h > landy > x?
X4+y2W ere x an y X

Change the order of integrals and evaluate

2
s |
0

xydxdy

O\) 'P|RN
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1

o |
0
a

7 ]
0
1

8. fdx
0

Answers

vy

xydxdy

(x? + y?)dxdy

QIR%% [

Vix?

| 7=

N

5 114
420

1
24

.36 16
1. 1)? ii) =

51 6
-3 .

nab a
. 2 2 s
3.1)—16 (a*b®) ii) 7

4b2

5+

8. |1-]

NS

Show the region of integration and change the order of integration

2

f(x,y)dydx

O'\’glg

a
o |
—-a

y+a

11. fdy ff(xy)dx

Jaz-y?

Evaluate

13. ff rdrd0 dxdy over the cardioider = 1 + cos©

O\qu.\)

f(x,y)dxdy

14. ﬂ r3drd® dxdy over the area included between the circles r

= 2sin0 and r = 4sinH

15. Jf r*cos30drd0 over the interior of circle r = 2a cos 6
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Chapter 8: Multiple Integrals

Express the following integrals in polar coordinates, showing the region of
integration and evaluate.

4a y
x2 — yz
17 f f > > dxdy
x“+y
oy
a
2 1+V2x—x2
dxdy
18. f ]
xz + y2)2
1—V2x—x2

a
x dxd
19. f ] id
x2 +y?
0
Change to polar coordinates and evaluate

2
x —
20. ff —y3 dxdy over the region of the circle x? + y? = 2ax
(x? +y?)2

in the first quadrant.
21. jf y? dxdy over the area which lies outside the circle x? + y? —ax = 0

but inside circle x? + y% — 2ax = 0.

dxd
22. Evaluate ff a7+ 22 -I}-Iy2)3 over one loop of the lemniscate

(x2 +_y2)2 ::xz __y2

Answers
5
13. Z 14. = 15. Zg5 16, I 17. 8a? (5 - 3)
2 4 20 2 3
18. 7 19, ™ 20. 2@ 21, BTge 22. T2
4 3 64 4
23.Show th tw dxdydz 1(1 2 5) integration being tak
.Show tha Gtytz+D? 2 og g Integration being taken

throughout the volume of the tetrahedran bounded by the coordinate planes a

planex+y+z+1=1
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Unit 4

APPLICATIONS OF INTEGRATION

Unit Structure

9.0 Objectives

9.1 Introduction

9.2 Areas

9.3 Volumes of solids
9.4 Summary

9.5 Exercises

9.6 References

9.0 Objectives

After reading this chapter, you should be able to:

1.  Know the concept Areas & volume of solids.
2. Formulae of these in terms of integrals.
3.  Single & multiple integrals & their use in examples

4.  Solve problems based on area & volume integrals

9.1 Introduction

In this chapter we shall study the applications of integral calculus to the problems
involving areas, volumes and surface of solids, centre of gravity, hydrostatic centre
of pressure, moment of inertia, mean and root mean square values etc. Formulae
for these in terms of integrals, single and multiple are developed and their use in
the example on these topics is illustrated.
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9.2 Areas
¥ B y=fix)
P:’xﬂr//
A
¥
0 a ax b x

Fig 1

The area A, included by the curve y = f{x) the x-axis and the ordinates x = a
and x = b is given by

b
.4=f}'dx e (9.1
Similarly the area A', included by the curve y = f(x), the y-axis, y =cand y = d is
, d
A= [Txdy (9.2)
v yi(x)
D C

A
=

—
S
1

Pt
=
’ o

i
i
i
i
i
i
X X+ 5x b X

]
=

Fig. 2

In case of a loop as shown in figure 2, the area of an elementary rectangle at
P (x, y) is dxdy and so the area of the loop is given by

b Y2(%)
Area of the loop = f f dxdy
a y1(x) (93)
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Chapter 9: Applications of Integration

v B
(r + 6r,
=8 1 58)
rig L P, 8)
&a F A
3]
(4] X
Fig. 3

If the equation of curve is given in polar coordinates by » = f(0), then as 60 — 0,
the area of the elementary triangle OPQ is %rz 60 [ for dropping PR
perpendicular to OQ, PQ = rJ§0 can be taken as the base of the A OPR of which

the height is 7, and its area is %rz 60;as 80 - 0,

A OPR - AOPQ]andso

B
1
Area of the sector OAB = EJ. % do e (94

a

Example 1. Trace the curve y2a* = x°(2a — x) and show that its area is equal

5w
to =—a?.
4

Fig. 5

The tracing done by the methods of curve-tracing gives the curve as a

symmetrical loop on the x — axis between x = 0 and x = 2a.

) 02a ydx gives the area of the upper half of the loop and so the area A of the loop

1S
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A=2 foza ydx (D)
5 1
From the equation of the curve y = X2 (zaaz—x)z’ substituting this in (i),
2 5 1
x2 (2a — x)2 ..
A= ZIde (ii)

0
For integration, we put x = 2a sin?0, so that dx = 4a sin 8 cos 0 d0 and

when x =0, 8 = 0 and when x = 2a, 0 =§.

. A = 64a?. | sin®0 cos?0 d6 (iii)

O — i

By the reduction formulae, we can write the value of this integral, so

(53.1).() w _5m

. A = 64a?. 2
“"T8642 2 4
Example 2. Trace the curve a?x? = y3(2a — v) and show that its area is equal
to ma?.
g
__________________ 2)
Fig. 6

Here the loop is on the y-axis, and so we use the formula (9.2) for the area.

Thus the area of the loop is
2a

A=2f xdy
0
2a 3 1
A=2J yZ(Zaa—y)Z dy

0

202



Chapter 9: Applications of Integration

Substituting y = 2a sin?8,
7
A= 32azjsin49 cos20 do
0

BD.)n
— 2 42
= 32 a“. 642 2 wac.

Example 3. Prove that the area of the loop of the curve

.5
x®> 4+ y5 = 5ax?y? is - a?.

Fig. 7

From the equation of the curve, it is clear that the loop does not lie on the x or y
axis and so is inclined to them. In case of inclined loop, we change the equation
to polar co-ordinates with x =rcos0,y = rsin6.

The equation of the curve in polar coordinates is

__ 5asin? cos?6 (1)
~ sin50+cos50

ris zero when 6 = 0 and% , so the loop of the curve lies between these two

limits. Using formula (9.4), the area A of the loop is

1
A==

> | r2ae " " (i)

O ~— I3

Substituting for » from (i) in (ii),

3 25a?2
)

sin*0 cos*0 "
(sin®0 + co0s°0)?

A

O\NI:I

Dividing the numerator and denominator by cos'°0,
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e

2
_25a2 sec?0.tan*0
) (1 + tan50)2"
0

Putz =1+ tan®0, dz=5 sec?8 tan*0 d6. When 6 = 0, z=1 and

WhGHGZ%,Z:oo,
_ A_Sazf dz SaZ[ 1]°° _ 5a®
T z2 2 zl, 2

Example 4. In the cycloid x = a (0 + sin0),y = a(1 — cos 0) find the area
between its base and portion of the curve from cusp to cusp.

Y
] BASE  Q
7 /:’ *.CUSP
: oy T,
' l
: !
‘ A
g=—-m B=m
Fig. 8

The sketch of the curve is shown in the figure with cusps at P and Q and the
base PQ.

The area required is that of the curvilinear figure POQ.

Required Area A = 2 f xdy
[ d
[, -
= Z.fx 70 do ()
0

From the equation of the cycloid x = a (6 + sin 8), % = a sin 0 substituting
in (1)
n
A= Z'fa2 (6 + sin0) sin 6 do
0

s
= 2azf[9 sin® + sin? 0] do (ii)
0
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Vs
Nowfesine dd = [-BcosO + sinB |7
0

= x N (17)

n
2

i T
andfsinzede = Z.fsin2 0do = Z'Z
0

0
T

Substituting these values of the integrals in (ii)
— 9,2 m_ 2
A = 2a [n+2]— 3ma“.

3
Example 5. Find the area between y? = % and its asymptote. The nature of the

curve is shown in the figure with asymptote x = a [Asymptote is the line to which

the curve approaches]

y
Y
0 dx a X
Fig. 9
The required area A is :
a
A =2 f ydx
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with x = a sin?6,

Example 6. Find the area of the loop of the curve

r = acos 30 + b sin 30.

Let oc = tan_lg ,sothat a = Va? + b?sina,

b = va? + b? cos a so that the equation of the curve can be written as
r = va? 4 b%(sin a cos 360 + cos a sin 30).
or r= va®+ b?sin(30 + a)
To find the position of the loop, we have when r=0,30 + a =nm
(where 7 is an integer).
Taking consecutive values of n as'0 and 1,
one of the loop lie between 6 = — % and 0 = =%,

3
n—a

1
~ The areaoftheloop=A = > 7%d0

R w|

3
Substituting for » from (1)
m—a
3
(a® + b?) -
A = — j sin“(30 + a) do
a
3

In this put @ = 30 + « ; so that

2 bZ T
A = &Ufsinz(bd(b
0

(i)
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T

2
2 2
= (a+b)Jsin2®d(2)
0

@+ 1 T
= 3 .2.2—12(a + b?).
Example 7. Find by double integration the area included between the curves
y=3x?—x-3

andy = —2x% + 4x + 7.

B yv=-2x>+4x+7

Fig. 10

The abscissa of the points of intersection of the two parabolas, a rough sketch of
which is given in the adjacent diagram are given by
3x2—x—-3= —-2x*+4x+7
e x2—x—-2=0
x=-1,2.
Taking the elementary strip parallel to the y-axis, such as AB, bounded by the
two parabolas we integrate first w.r.t. y, and then integrating w.r.t. x from x = -1

to x = 2, gives for the area A required.
2 —2x%+4x+7

= [ [

-1 3x%2-x-3

2
- f dx I = f (=x? 42 +2) dx
-1
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{8+4+4 (1+1 2)}
3 2 3 2

Example 8. Find by double integration the area included between the curve
r = a(secH + cosf ) and its asympotote r = a sec 6.

¥

A

0] a

r = asecd M

Fig. 11

By transforming the equations to cartesian, coordinates, the curves are easily
traced, as shown in figure.

Taking a wedge such as AB, its extremities lie on the curve r = a sec@
and r = a(sec + cos 6 ) and to get the area between the asymptote and the

. T Vs . .
curve, 0 varies from - to - ;or by symmetry the area A required is :

T
2 a(secO+cosb)
A=2 J f rdrdf
5 a

secl

Py e dg

Il
O — i
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9.3 VOLUMES OF SOLIDS

Fig. 12

Let z = f(x,y) be the equation of the surface, of which the orthogonal projection in
the xOy plane is the contour PQR, whose equation is f(x,y) = 0. The volume of an
elementary parallellopiped on dxdy bounded by the surface, z= f{x,)) and sides
parallel to the z axis is

zdxdy = f(x,y) dx dy.

The summation of all such terms over the area of closed curve PQR gives the
volume of the solid cylinder bounded by the given surface and the plane xOy with

generators parallel to the z- axis as

Volume =f f(x,y)dx dy (9.6)

to be taken on the area of the contour PQR.

To express the volume of a solid as a triple integral, we note that the volume
of an elementary cuboid is dx dy dz ; and so the volume of the solid is given by

Volume = ff dx dy dz (9.7)

Where the limits of integration w.r.t. z (if we integrate first w.r.t. z) are z1 and z2
obtained from its equations to the top and bottom of the given surface and then
the double integration is w.r.t. x and y is performed over the area of projection of
the given solid on the xOy plane.

If p = f(x,y,z) is the density of the solid at the point P( x,y,z), then the mass of
the solid is

jﬂ f(x,y,z) dxdy dz (9.8)

with appropriate limits of integrations.
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Example 1. Find by double integration the volume of the sphere
x% 4+ y% + z? = a? cut off by the plane z = 0 and the cylinder x? + y? = ax.

Taking the polar co-ordinate in the xOy plane, elementary area at P (r, 8) is
rdrd®. If the line at P drawn parallel to the z — axis has length z, the volume of
the elementary parallelopiped at P zrdrd0, and the volume of the cylinder on the
circle x? + y2 = ax, z = 0 bounded at the top by the surface of the sphere

x% + y% + z? = a? is with proper limits of integration.

ffzrdr do (1)

Fig. 13

As x% + y? = r? so the equation of the sphere is z2 + r? = a? or z = Va? — r2.
The region of integration is the circle x? + y% = ax = 0 which has its center at

(%,0,0) and radius is % Its polar equation is r = acos0. So the limits of
integration w.r.t. » are 0 and acos0 and w.r.t. 0 are —g and g With these

considerations and using (i), the volume V required is (by symmetry)

acosB

Vi3
2

V= Z.fde f vaz—r? |rdr .. (ii)
0 0

To evaluate the first integral put t2 = a? — r2, so we have

acosB asin®

t3 asin®
f vat—r?|rdr= — J t3dt = — lgl
0 a

a

1
= §a3[1 — sin?0] . (i)
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Chapter 9: Applications of Integration

Using this in (ii), the volume required is

Y

2

2a3]1 a33 4

—3 sin? —1(7r )
0

Example 2. Find the volume bounded by the cylinder x? 4+ y? = 4 and the planes
y+z=4andz=0.

b

et

Fig.14

From Fig. 14 it is self-evident that z = 4 — y is to be integrated over the circle
x? + y? = 4 in the xy - plane.

To cover the shaded half of this circle, x varies from 0 to /(4 — y?) and y varies
from -2 to 2.

~ Required Volume

N = N =5
=2f f zdx dy =2.f f (4—-y)dxdy
0 0

-2 -2

2 > 2
—2[ G- p* ey =2 @-p @Dy
-2 -2

=2f_24J(4—y2>dy - Zf_zw<4—y2)dy

2
=8 J V& —y?)dy [The second term vanishes as
-2 the integrand is an odd
function]

2
—~2
_ 3 MJriSin—lz] - 16x
2 2 2]_,
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2 42 42
Example 3. Find the volume of ellipsoid =z + 52 + Z= 1.

k

e

x Fig. 15

Let OABC be the positive octant of the given ellipsoid which is bounded by the
planes OAB (z = 0), OBC (x = 0), OCA (y =0), and the surface ABC, i.e.

xZ yZ ZZ
S+t =1
a2 b 2

Divide this region R into rectangular parallelopipeds of volume §x5ydz. Consider
such an element at P(x, y, z) (Fig. 15)

=~ the required volume = 8 ff dx dy dz
R

In this region R,

(1)  zvaries from 0 to MN, where

x2 y2

(i1) y varies from 0 to EF, where

x2
EF=b [1-=
a

2 2
from the equation of the ellipse OAB, i.e. % + 2’—2 = 1.

(ii1)) x varies from 0 to OA =a.
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Chapter 9: Applications of Integration

Hence the volume of the whole ellipsoid

x2 xz y2 xz
R o« '@ P
1-2_ 2
:8f f f dx dy dz =8fdx f dy[z],) @b
0 0 0 0 0

b 1——2

a
y2
=8cfdxf \/(1———b—2>dy
0 0
3 a p
c ’
=7fdxfw/(p2—y2)dywhenp—b 1—;
0 0

a
8¢ yJ (2 —=y?)  p° _1y 8¢ ( b? x* m
—?fdx f+zsm —717(1——2)56136
0 0
2 314
=2nbcf<1—;>dx = anclx—w
o 0
4mabce

9.4 Summary

The ninth chapter of this book discusses the applications of integral calculus to the
problems involving areas, volumes and surface of solids. Formulae of these
concepts in single and multiple integrals are developed and their use in the
examples are illustrated with diagrams. At the end, unsolved problems as exercise
are left to students for practice.

9.5 Exercises

1. Find the area enclosed by the curves bounded by

x? = 4ay and x? + 4a? —8;

2. Find the whole area between the curve x2y?
= a?(y? — x?) and its asymptote.

3. Find by double integration the area between the curve
y?2=x?—6x+3andy =2x—9
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4. Find by double integration the area between the curve y?

4a?(2a — x) _
= ———— and its asmptote

1
5. Find the area between the curve y? — 4x and 2x — 3y + 5= 0.

6. Find the area included between the curves
9xy = 4 and 2x +y = 2 by double integration.

2 2

7. Find the area common to the elllpse —+5=1land +

y
b2 bz _2_1'

8. Find the double integration area included between the curves
y? = 4a(x + a) and y? = 4b(b — x).

9. Show that the area of aloop of the curver =
2
a cosnd is % and the state total area in case nis odd, n is even.

Also find the area contained between the circle r =a and r=a cosb58.

10. Find the area bounded by the curve r= 2 a cos36 and lying outside the
circle r =a.

11. Find the whole area of the curve represented by the equation
r=a+bcos 8, assuming a > b.

12. Find the area of the curve r? = a? cos2 6.

13. Show that the area of the loop of the curve
y?(a + x) = x?(3a — x) is equal to the area between the curve and its
asymptot

14. Show by double integration that the area between the parabola

. 16
y? = 4ax and x? = 4ay Ls?az

15. Show that the area enclosed by the curves x y? = a?(a — x) and

(a—x) y?2 =a?x is (m—2) a?

16. Prove that the area of the part of the ellipse
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X2 x2
s + Bz = 1, (a > b) which is within the parabola
b%x? = (a® — b?)ay is given by % b%e + sin"le

where e is the eccentricity of the ellipse.

17. Show that the area of loop of the curve

: af(d-m
(i)rcos & = acos2 0 is —————.

s . ‘r[az 2
(i)r = abcosb ISW(T[ —-6).
18. Show that the area of the loop of the curve
r?(2c?cosf — 2ac sinf cosO + a ?sin?0) = a®c?ism ac

Answers
2
1. 2-@n-2) 2 4a? 3. 102 4. 4ma?
5. = 6. =— 2 log2 7. 4ab tan~12 8. 2(a+b)Vab
2 3 9 a 3
2 2
9.n — 0dd. =% ; n — even =&, 3 mq? 10. a2(3+£)
4 2 4 3 2
11. n(a® + 3 b?). 12. a2
2

19. If the density at a point varies as the square of the distance of the point from
the xy- plane, find the mass of the volume common to the sphere
x2 + y? + z? = a? and cylinder x2 + y? = ax.

X
20. Find the volume bounded by the surface z = c (1 — E) 1- %)
2 2

and the positive quadrant of the elliptic cylinder ) + 5z 1,z=0

21. Find the volume of the solid bounded by the surfaces z

1 1
=4 — x*— Eyz and z = 3x% + Eyz.

22. Find the volume common to the right circular cylinders x? + y?

=a? x*+2z%=a’
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a
23. Arightcircular cylindar of radius 5 and height a is formed

by the plane z = 0, = a. and the surface x? + y? = ax.
Find the volume of the portion of the cylinder inside
the cone x? + y? = z2.

Answers

2a’ 16 abc 13 16 5
19. ——(n—7) 20 —~(m——>) 21 4/2m 22. —a

4

a3
23. —(9n—16
3¢ (O~ 16)

9.6 References
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2. Applied Mathematics II - P. N. Wartikar and J. N. Wartikar
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10

BETA AND GAMMA FUNCTIONS

Unit Structure

10.0 OBJECTIVES

10.1 Introduction

10.2 Gamma Functions

10.3 Applications of Gamma Functions:
10.4 Properties of Gamma Functions:
10.5 Flow Chart of Gamma Function
10.6 Beta Function

10.7 Properties of Beta Function :

10.8 Problem based on Beta Function
10.9 Duplication Formula of Gamma Functions
10.10 Exercise

10.11 Summary

10.12 References

10.0 Objectives

After going through this unit, you will be able to:

. Understand the concept of Gamma function , properties of Gamma function
o Solve the problem based on Gamma function with its type.

. Understand the concept of Beta function , properties of Beta function

. Understand the relation between Gamma and Beta Function

o Know the concept of Duplication formula
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10.1 Introduction

At this stage students are well versed with elementary methods of integration and

evaluation of real definite integrals. In this chapter we introduce some advanced

techniques. Beta and Gamma integrals or typically called Beta and Gamma

functions are the special kind of integrals which find their applications in theory of

probability, integral transforms, fluid mechanics and so on. Certain kind of real

definite integrals can be evaluated by using Beta and Gamma Functions. Their use

is prominent in evaluation of multiple integrals. In this chapter we shall discuss

some properties of Beta and Gamma Functions and Duplication formula.

Leonhard Euler

Historically, the idea of extending the
factorial to non-integers was considered
by Daniel Bernoulli and Christian
Goldbach in the 1720s.It was solved by
Leonhard Euler at the end of the same
decade.

Euler discovered many interesting
properties, such as its reflection formula:.
Frx)r1—x) =—
sin (7 — x)
James Stirling, contemporary of Euler,
also tried to extend thefactorial and came
up with the Stirling formula, which gives
a good approximation of n! but it is not
exact. Later on, Carl Gauss, the prince of
mathematics, introduced the Gamma
function for complex numbers using the
Pochhammer factorial. In the early 1810s,
it was Adrien Legendre who first used the
I' symbol and named the Gamma
function.

10. 2 Gamma Functions

Consider the definite integral | OOO e *x" 1dx it is denoted by the symbols I'(n)

[ we read is as Gamma ‘n’ | and is called as Gamma Function of n. Thus

rm) = e*x"1dx (n>0) (1)
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Chapter 10: Beta and Gamma Functions

Gamma Function is also called as Euler’s Integral of the second kind. It defines a

function of n for positive values of n.

10.3 Applications of Gamma Functions:

In a Gamma distribution, the gamma function is used to determine time based

occurrences such as

1. The time between occurrences of earthquakes .

2. Life length of electronic component.

3. Waiting time between any two consecutive events.

4. Gamma function arises in various probability distribution function.

10.4 Properties of Gamma Functions:

1. T(n) =2 [ e x* ldx

Proof: T'(n) = fooo e *x™1dx = Putx=t>, dx=2tdt

= [Ce 2 2 dt

=2[ e et gt

) =2 [ et e?1 dt ()

[ It may be borne in mind that variable of integration is immaterial in a definite
integral ]

Relations (1) and (2) are both considered as definitions of Gamma functions.
2. T(H)=1

Proof: By definition , I'(n) = fooo e *x"1dx putn=1

ray = fooo e *x%gx = foooe‘x dx =[—e*|¥=(-e*+e)=0+1=1

ra) =1
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3. Reduction Formulae for Gamma Function :

I'(n+1) =nI'(n)
Proof: By definition, I'(n) = fooo e *x" 1dx Replace nbyn+l
I(ntl) = foooe‘xx”dx

Now, integrating by parts

F(nt1) =[x"(=eM)]F — J, nx" (e ™)dx
Now,

lim%zO,also ifn>0,%=0forx=0 [%] =0
X >0 € e e*lo

I(n+l1) =0+n fooo e *x" 1dx=nT(n)

I'm+1) =nI'(n)

Ifnisa positive integer ,

I(+1)=n (n-1) T(n<1 ) « T(n) = (n-1) T(n-1)
=n (n-1) (n-2) T(n-2)
=n(n-1)(m-2)(m-3)(m-4)...ccoeeninn 32.1.1(1)
=n(n-1)(n-2)(n-3)(n-4) . oeveiinnann 321 «T()=1
=n!

I'(n+1 )= n! ifnis apositive integer

I'(n+1) =nI'(n) in general, n is rational number

= n! if nis a positive integer

TO) =< | wrm)="22 10)="2=c=o
n

5. TG)=Vm
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6. ~I'(n+t1) =n!

& T(5) =T(4+1) v (T(nt1))
) E— n is positive integer
=24
3 1
Fr()=r(;+1) - (T(nt1))
= %F( % ) - ( n is rational number )
= % T @ =———— F(% ) = \/E

r(2)=TE+ 1)

=(HT (D)

=(HT(5+ 1)

~(PRT (R =(DVr
T(3)=) DDV
For negative fraction n, we use

_ '(n+1)

I'(n)
r -1 cnren L
(=2)(=2T(3)

Chapter 10: Beta and Gamma Functions

10.5 Flow Chart of Gamma Function

Given Integrals

Problems of l

l l

J. e~ dy i dx
a.‘l‘
0 0
Put ax™ =t and Put o* =e* and
differentiating differentiating,
,problem reduces to problem reduces
gamma function to gamma function

l

J}log (%)dx

l

Put lag x = -t and
differentiating ,

problem reduces to

gamma function
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Type I - fgo e~ " dx

Method of Solving: , Put ax”=t, then differentiate, check limit points, reduces
the given integral as gamma function, then we can solve by using definition of

gamma function.

Example 1: Evaluate fooox7e‘2"2 dx

Solution : Let I= fooox7e‘2x2 dx (A)

Put 2x>=t or x*=t/2

t
2 .
Xf=c——————————— i
: ©
1
t t2 (i)
= [z =—=—-—————- ii
2 V2
Differentiating w.r.t. ‘ t we get
e _1 1,201 S
at V2 2 2y2

1 -1
dx = ——=t2dt

2\2

Now limit point from (i) or (i1)
Letx=0 => 0 =2 =>=0 iex=0,=> =0

t
And x =0 => 0= =>f{ =0 .

X | O o0

t |0 | oo

= (A) becomes

0 1
—)7 tze tdt
f(\/_) 22 Ze
0 7
J t2 1 —21 —t gy
e
@'y 2V2
1 1

e P _71 —td
= Ry et
0
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o0

1 1 -
= 7725372 t>e tdt
0

3 -t
(7+3)/2ft e "dt
0
1 o0
ot
1 et
0

1 o0
— -t t4—1dt
2]
0

Now using definition of gamma function

I'm) = fooo e*x" ldx (n>
0)

(* n=4, variable is ‘t")

17 1 1 6 3
[ _t 4-1 = — & — | = —_
20] tTdt= 5 T4 = 33.3!1 =35 =15

16
o0 —2x°
Example2: Evaluate I = ["x%¢ = dx
Solution: Let I= fgo x%e~2" dx (A)
Put 2x*=t or x*=1t/2
t .
XZ = E ——————————— (l)
1
t t2
= L=
2 W2

Differentiating w.r.t. ‘ t° we get

dx 1 1-1 1 -

=——t2 = t2
dt 22 2v2
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1 -1
dx = —=t2dt

2V/2

Now limit point from (i) Let x=0 => 0 == =>¢=0 ie x=0,=> t=0

t
2

t
And x =00 => 0=~ =>f{=c0 .

X | O 00

t |0 | oo

=~ Integral Solution ( A) becomes

o 1

J.(T)"the tdt

0

fl } %2 7 et dt
(\/_)92\/_

/2 z‘f
(\/_)92\/_J t2e tdt

o0

11 o) 1
:29/2(2)21/2ft/2t26 %
0

o]

1 1 -
0

1 o0

= t*etdt
225_[
@25

100
_ 5-1 ,—t
64ft e~tdt
0

1 —
== I'(5) *+ by definition )

— 1 4] =
64 8
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Example3: Evaluate

© 2

—K2
szxze * dx
0

Solution:

Let] = fxze"‘zx2 dx ——————————— - (4)
0

Put h2x?=t or x*=t/k?

Differentiating w.r.t. ‘ t* we get

—_— == —t 2 =—12
dt k 2 2k
d ! __1d

= —t2dt
T ok

Now limit point from (1) Let x=0 => 0 = k—tz =>1=0 ie x=0,=> (=10

t
And x =00 => o= =>f{ =00 .

X | O o0

t |0 | oo

=~ Integral Solution ( A) becomes

(T, 1 2,
I—f(?)ﬁtZe dt
0

—fwt L Fetar
ket
0
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0 3
= 2_](3_]‘ e tt2 dt
0

1 3
= —T (—) ( by definition )

2k3  \2
_ 1 1F(1)
T 2k32 7 \2
1 1
= wr s r(z)=vr.

I'(n+ 1) = nI'(n),if nisrational number

Example 4: Evaluate

Solution:
o0 o0

Let] = j Yxe*dx = j 351/46_’“1/2 dx — ———(4)

Put x2 =t or x=t* (Squaring on both sides )

Differentiating w.r.t. ‘ t*-we get

dx

— =2t ~ dx = 2tdt
dt
Now limit point from (i) Let x=0 => =0 ie x=0,=> =0

And x =00 =>f =00 .

X | O 00

t |0 | oo

=~ Integral Solution ( A) becomes

I= j(tz) Yae=t 2t de
0

o]

- ftl/z 2t et dt
0

- th?’/z et dt
0
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5
= 2T (§> ( by definition of gamma function )

2161 -2 Q) -2 QBFQ

- 2 Q)= B

oodx
Type 11 =f§
0

Method of solving put a* = et

Take log on both sides log a* =log e* = x log a =t log e

t
x—@ sloge=1

Differentiating w.r.t. ‘t’ we get

dx 1 . dt

dt “loga 7T loga
Then checking limit points

Substitution given integral ( becomes ) reduces to gamma function.

o

3

X
Examplel: Evaluate ] = J B—xdx
0

Solution: Let [ = J S—xdx
0

put 3* = ef,Takinglogon both sides

log 3* = log e ,= xlog3 = tloge
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Differentiating w.r.t. ‘t” we get

dx 1 o dy = dt
dt  log3 x_log3

Now limits points from (i)

When x=0=2>t=0and x=0o 2t=0w
x|o |
t 10 |

I—fxsd _f[ t ]31 dt
- ) 3T log3] et log3
0 0

t3 t [ t4_1 t 1 4—1 t
R e o)
0 0 0
1 3! 6
Gogd)* ' = Togd® ~ (ogd)?

(oe]

4

X
Example 2: Evaluate ] = J 4—xdx

0

o

4

] X
Solution: Let [ = J de
0

put 4* = et Takinglogon both sides

log 4* = log e ,= xlog4 = tloge
— t () | =1
= oed i) ~loge=

Differentiating w.r.t. ‘t’ we get

dx 1 o dy = dt
dt  log4 * T loga

Now limits points from (i)

When x=0>=>t=0and x=o >t=o
x|o |
t 10 |
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I—fx4d—f[t]41 dt
— ) x T log4l et log4
0 0

_ -t _ —t ¢ _ -1 -t
(10g4)5 e tdt f(log4)5 e tdt (log4)5 ft e tdt
0 0 0

1 41 24
(og®® ) = Uogh® = (logh)’

1 1

1
Typelll = jlog (;) dx OR j(—logx) dx
0 0

1
Method of solving : put log; =t ORlogx = —t ORx

=et————()
Differentiating w.r.t. ‘t’ we get
dx
— =—et sdx= —etdt
dt

- Then checking limit points
Now limits points from (i)
When x=0=et=0,t=o00

When x=1 =2et=1,t=0

x|lo |1

t oo |0

- Substitution given integral ( becomes ) reduces to gamma function.

1
x dx
Example 1: Evaluate I = f
0

1
. x dx
Solution: LetI =f ——————————— (4)
0

229



APPLIED MATHEMATICS

Now limits points from (i)
When x=0=et=0,t=w

When x=1 =2et=1,t=0

x|lo |1

t oo |0

0 0
e t(—e tdt -
=~ Integral (A) becomes =f ( NG ) = f—e‘“t Y2 dt

0 0

0

By using property of integration, = f e~2tt V2 dt = J. e~2t 271 gt
0

0

1
dx
Example 2: Evaluate | = J—
0

x logx

Solution: Let]

1
o"”_‘
3‘ N
Q =
Q
=

|

|

|

|

|

|

|

|

|

|

|

Il
N
A —

Now we check limits points from (i)

When x=0=et=0,t=w
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When x=1 =2et=1,t=0

x|lo |1

t oo |0

0 0

—dt e_t t —

_— - /2 1/ -t

el2t /2dt e
ve t t .f

= Integral (A) becomes =

o

By using property of integration, = f e 2tV 2 dt

1

T'(=
-'-fe_t/z t21 dt (Here,n = L, x=1/,)= = (2) _m

0 (1/2)% \/172

=2n

o0

10.6 Beta Function

Beta Function: The definite integral fol xm 1A =-x)"tdx,m>0n>0
is a function of m and n called Beta Function , denoted by B(m,n) ( we read it
as Beta (m,n))

1
B(m,n) = f 11 —-x)"1dx,m>0,n>0

0
The Beta function is also called as Euler’s integral of the first kind. Beta
function of negative numbers is not defined.
1

E.g.1) B<3,%) = f x? (1 —x)1/2 dx,

0
1

)= j t*(1-02 dt

0

N| Ul

2)13(5,
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10.7 Properties of Beta Function :

1. Bm,n) = B(n,m)

Proof: B(m,n) = fol xm1@A-x)"1dx,m>0n>0
1

- f (1= )1 (1= (1—x)"" dx,

0

ff(x)dxz ff(a—x)dx ,Herea =1
0 0

1 1
~ B(m,n) = f 1-—x)m1 xm1ldx=1 f 1 (1 —x)™1 dx=Bnm)
0 0

B(m,n)=B(n,m)

1
2. f xm(1—x)"dx=Bm+1,n+1)
0
/2
3. B(m,n) = 2 f sin?™1 9 cos?10 dg
0
1
Proof: B(m,n) = f x™ 1 (1 —x)" ! dx,putx = sin?0,dx
0
= 2sin @ cosf db

= f sin?™=29 (1 — sin? )" ! 2sinfcosh db
0
/2
B(m,n) = 2 f sin®™ 10 cos?™109do
0

We consider this as a definition of Beta Function.

+1 +1
P ,n=q—then
2 2

Further,let 2Zm—-—1=p,2n—1=q ~m =
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/2
+1q+1
B(quT> =2 f sin?8 cosi6 do
0
n/2
1 +1q+1
Standard Formula : f sin’0 cos0 dg = EB (pT’qT>
0
@ xm—l
4. B(m,n) = f Y ax
1
Proof: B(m,n) = J x™ 11 —-x)" 1 dx,putx = Tt (i.e.x(1+1¢t)
0
=t,~x+xt=1%t)
X
sx=t—xt OR t= T—= ( Please Note substitiuon)
h 0 d wh 1 0 1
= ,t: = ’t:—:—:oo
when x 1_0 an when X 1_1 0
x |0 |1
t |0 |
1+ —-t(Dt 1
Also dx = = dt
S0 ax (1+1t)? (1+1)?
00 tm—l t n-1 dt
B = d1- —
(m, n) f (14 ¢)m-1 ( 1+ t) (1+1t)?
0

3 jo t™1dt _ ot
Bl (E+ D™ A+ )11+ 02 (1+p)mn
0
p xm—l
B(m, Il) = J de
0

( Note: We consider this result also as another definition of Beta Function)
B(m+1,n+1) = f x™M(1—x)"dx
0
'(m)I'(n)

5. Relationbet Beta and G Function, B(m,n) = ————=
elationbetween Beta and Gamma Function, B(m, n) Fm + 1)
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/2 p+q\.4q+1
1 1q+1\ T I
6.] sin’0 cos19 do = =B (2L ’q+ = ( 2 ) 2
2 2 2 p+q+2
0 rt——=—)
7 r(\ (L )
Putp = 0 —Ofde—lwzz—l_ r(k .r(t
P=54= ] T2 Tm 2 2\ \2 "2
=r

10.8 Problem based on Beta Function

Type I : Examples based on definition of Beta Function
1

B(m,n) = f x™ (1 —x)" ! dx
0

1

Example 1: Evaluate J x3(1- \/E)S dx
0
1

5
Solution: Let I = f x3(1=+/x)" dx
0
2 . . . ror dx
putvx = t,~x = t?Differentiating w.r.t.'t weget - == 2t = dx
= 2t dt
Now checking limit point by using x = t2

~whenx=0, t?=0 =2t=0,and whenx=1,t>=1 =2t=1

x |0 |1

t 10 |1

1
- the given integral | becomes 1= J (t?)3 (1 —1¢)° 2tdt
0

1

1
[ = M@ —t) 2tdt=2| t7(1—1t)° dt
1 f

0
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1

[ = ftg‘l (1—-0)°1 dt

=2B(86)——————— (By Definition)
N ing Relationbet Beta and G Functi B( )_F(m)F(n)
ow using Relationbetween Beta and Gamma Function, B(m,n) = T(m + 1)
_r@ere)  _@HehH o1
T T(8+6) T (13) 5148
1
Example 2: Evaluat f dx
xample 2: Evaluate —
P ; V1 —x3
1
Solution: Let | f dx
olution: Let | = —
J V1 —«3
3 1/ p . . P dx 1 1_1
putx®> = t,~x = t /3 Differentiatingw.r.t. t weget :-a:gts
1 -
=—t /3
3
- dx = _2/ 4 3 . . . _ 1/
~dx —§t 3dt, Now checking limit point by using x = t /3

~ whenx = 0,

t/3=0 =>t=0,and whenx=1,t/3=1 =t=1

x |0 |1
t |0 |1
: % t /3 dt
the given integral | becomes [ = f -
(1-1t)/3
0
1 :
~ 1= §j t @A -6 ade =f 57 (1—t)s'de
0 0
-1—13(1 2) B Definiti
“1T 3P\ 303 y Definition
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I'm)I'(n)

Now using Relationbetween Beta and Gamma Function, B(m,n) =

I'(m+ n)
1 2 1
°1—1 F(g)F(g)_1 3__ 1r<1>r(2> « (1) =1
T3 r(1+3) 311 3 \3/ \3/ ° -
3°3
-1—1r(1)r(1 1) <p<1,UsingT()F(1—p) =—
T 3°\3 3 osp /USIg AP P  sinpm
I_1 s _1 T 21
3sins 343 3v3
37
Type II — Examples Based on
/2 p+q q+1
f sin cosi0 do = ~p (Pt at! —F( 2 )F( 2 )
2 2 2 ) p+q+2
0 r 2
Example 1: Find f Vtand do
/2 /2
sin@

Solution: Let] = f Vtanf do = f

/2
o = J sin'/20 cos~ /20 de
0

Vs
2

putp = 1/2,q = —1/2 Using result f sinf0 cosi6 d6
0

. 1F(%)F(%) AT
=5 r(z+ 1) 27 T :2F<Z>F<Z> B
VA
UsingF(p)I(1 —p) =2
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V2r

_ I
= 2_\/5

/2

T
Note: Similarly we can show f Vcotf df = ﬁ
0

Example 2: Find fon/z Veotd do

/2

cos@
Solution: Let] = f VtanO do = f dao
0

/2
al= f sin~ 720 cos'/26 deo
0

sin?@ cos16 dO

putp = _1/2,q = 1/2 Using result

1 (p+1qg+1
‘§B<T’T>
-1 1
1 [5+15+1 1 /1 3
‘=EB<22 'ZT>=§B<Z'Z>
I_lr(%)r(%)_lr(%)r@ L3V e (D) pedy < 1
‘EFGJF%) 2 T 2 (Z) <Z> cr)=

) T
UsingT’'(p)T(1 —p) = Sinprt

1 1 1 1 = 1 m NV
SRS PR\ YA N R
2 4 4 2 sin% 2 1 2 V2
V2
@ xm—l
Type III — Examples based on B(m,n) = f _
yp p (1+x)m+n

0

x8_ x14

Example 1: Find f — 2
5 (1+x)
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° x8_ x14
Solution : Let[ = f ——1 dx
(1+x)

@ 8 * 14
By
5 (1+x) 5 (14x)

@ x15-1
= f (1+ )9+15 f(1+ )15 dx
= B(9,15)— B(15,9) - B(m,n) = B(m,n)
~1=0

x°(1—x")

— 2 dx
1+ x)25

Example : Find f
0

x2(1—x° r (x4
Solution : Let[ = ( ) dx = f ( ) dx

A+x0% A+05
X
=Oj A+08 &~ Oj 708 &

0-1

=J (1 + x)10415 dx — oj (1 + x)15+10 dx

5-1

= B(10,15) — B(15,10) -~ B(m,n) = B(m, n)

~1=0
Example 3 : Prove that f dx ”
Xam : r =
ample ove tha T4 Wi
Solution : Let I = f f
0 o 1+ (xz)

put x> =tanf ,~ x = Vtanf Differentiating w.r.t. x weget

dx ) ) sec%0 do sec%6 do
L 2x— =sec“0 - 2xdx =sec0dO - dx= =
ae 2x 2+/tan@
sec?60 dé X
dx = Now checking limit point by using x* = tan 8

2vVtan@ '
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~ whenx =0,
T T
0=tan8 = 6 =0,and whenx =0, 0 == - tanz
= 0
x |0 1
610 /2

n/2 sec?6 do
2Vtan6

-~ the given integral | becomes , = —
1+ tan-6

/2 /2
1 sec’0  df

2 3 vtané (59029) f \/tanH

/2

Vs
2
1 _
=3 f oot dO = f sin 1/29 cosl/ZH do
0 0

T
2
putp = _1/2,q = 1/2 Using result f sinf0 cosi6 d6
0

Using T(MI(1 —p) =—

sinpm

°I—1F(1 1)F<1>—1 T _1 T 1 Y[4
) 4 4 4 4 sin 4i Zﬁﬁi
V2 V2

ISE

5
(New Type )Example 4 : Evaluate f(x — 3)1/2 5 — x)l/zdx
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5
Solution : LetI = f(x — 3)1/2 (5—- x)l/zdx
3

put (x — 3) = (Upper Limit — Lower Limit ) t
s(x=3)=(5-3)t ~x=3)=2t ~x=Q2t+3)

%= 2, ~dx = 2 dt Now checking limit point by using x = (2t + 3)
~ whenx = 3, 2t=0 = t=0,and whenx=5,25=2t+3 =t
=1
x |3 |35
t 10 |1

1
A l= f(zt)l/Z(S — 2t +3)) 72 24t
0

1

- f 2V2 t'2(2 < 2t) 2 dt

0

1
=2 \/ff t'/2 (2)"2(1 - t) /2 dt
0

1
=2\/7\/?f t2(1—t)72dt
0

1
= 4f t271 (1— )i tdt
0

33
-Gy
@@ _,r0re) _,r62re)
@3 ® rG)
22

—“r()lr()—“
i Wi E S
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10.9 Duplication Formula of Gamma Functions

P (m E) o T 2m)
p+1\.(q+ 7
r
Proof: Consider, l 2 ) ( 2 )— f sinP0 cosi0 dO
’ ( REate)
> 0
. 1 +
=3B
< q+1>
Put==2m-1,g=q=2m-1 sz

T
2
1 [(m)r(m) f n*m=19 cos?™m-19 d6

2 TCm)
v
I'(m)I'(m) 2 ¢
m)l(m
r(zm) _ 22m-1 J (2sin Ocos )>™1 do
0
Y
2
2 . _
-z f (sin2)*™1d6 , Put26 =t,- db
0
_ ! dt
~ 2
610 /2
t |0 T

s s
. 2 2
= f (sint)*™ tdt = 22m T 2 f sin®™tt.dt [+ f(mr—1t)
0
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r,(2m—1+1)r(0+1)

_ I'(m)T'(m) _ 2 2 2

1
2

r2m) — 22m-1 2m—1+0+2
r( 2 )
1 T(mvm
SRR
1 VI
10.10 Exercise

‘ 315
1. Prove that f Ve V& gy = Ex/ﬁ (Hint: x =t3)
0

r 3
2.Prove that f x7 e72%* dx = 1 (Hint: 2x%2 =t )
0
I3
3. Prove that f x2 e M gy = % (Hint: h?x?=1t)
0
[ G
4. Prove that j ﬁe—y3 dy = 3 (Hint:y3=1t)
0

5. Prove that

1
= V2rn (Hint:log;=t)

1
J‘ dx
’ 1
0 [xlog <
1

f dx

: JJ—logx
1
7.Evaluate fx3 (1 —+x)5 dx (Hint: Vx =t ) Ans
0

6. Prove that = +m (Hint: —logx =t )

' 5148

n
8. Evaluate j n (n—x)?P dx (Hint: x
0
=nt) Ans:n""P*B(n+1,p + 1)
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9. Prove that B(m, n)

° xn—l
B f T+ ommn &
0

1
< Hint : Put x = 1T+ 1 in the defnition of B(m, n))
‘ 2
T
10. Show that fx 8—x)V3dx= —
( ) 3V3

0

(Hint :Put x3 =t,UseT(p)F(1 —p) = ,0<p< 1)

sinpm

10.12 Summary

In this unit we learn Gamma and Beta Function and its Duplication Formula

Gamma Function

I(n) =J, e*x"'dx (n>0)
T(m) =2[ e tt? 1t dt
(=1
I'(n+1) =nT(n)
I'(n+1) =nT(n) in general, n is rational number
= n! ifnis a positive integer
() = ,IG)=vr ,[(ntl) =n!
Type I - foooe‘axm dx ,Typell = fooo% ,Typelll =
1 1 1
J, log () dx OR J, (=logx) dx

Beta Function

1
B(m,n) = j x™m 1 —-x)"Tdx,m> 0,n>0
0
B(m,n) = B(n,m)
1
fxm(l—x)” dx=B(m+1,n+1)
0
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/2
B(m,n) = 2 f sin®™ 16 cos?™10de
0

[0e]

xm—l
B(m, 1’1) = < m+n dx
Of 1+x™
'(m)I'(n)
B0 = T+

p+1 q+1>= r(EF)r ()

1
sin?@ cosi0 dO = —B( ,
2 2

2

O'\NI:I

Duplication Formula

= Jam1 I'(2m)

[ (m)T (m + %) v
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Unit 5

11

DIFFERENTIATION UNDER THE INTEGRAL

SIGN (DUIS ) & ERROR FUNCTIONS

Unit Structure

11.0
11.1
11.2
11.3
11.4
11.5
11.6
11.7
11.8
11.9

OBJECTIVES

Introduction

Rule - 1

Rule - II

Error Function:-Definition

Properties of Error Functions

Differentiation and Integration of Error function
Exercise

Summary

References

11.0 Objectives

After going through this unit, you will be able to:

Understand the concept of Differential Under the integral sign ( DUIS) and
Error Functions

Solve the problem based on Leibnitz’s Rule.

Know the concept of Differentiation and Integration of Error Function.

11.1 Introduction

Not all integrals can be evaluated using analytical techniques, such as integration

by substitution, by parts or by partial fractions. People come up with different ways

of solving the integrals and DUIS is one of them. It is an effective technique used

in evaluation of real definite integrals. When a definite integral [ = f; f(x,a)dx,

which is to be integrated w.r.t. variable x and contains parameter , by using DUIS.
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There are different rules when limits of integral are constants or functions of
parameter @ When DUIS technique is used , the definite integral evaluation results
into an ordinary differential equation, the solution of this equation results in the
evaluation of definite integral. The technique is very useful in Laplace Transform.
Error function integral is close to Probability Integral and is used in probability
distribution. Complementary error functions are involved in finding inverse
Laplace transforms of complicated functions.

11.2 Rule I : Integral With Limits ( a,b) as Constants

If I(a) = fab f(x,a )dx, Where a and b are constants, then

b

dl d

a&-— Jngaf(x,a)dx
a

I((a + da) — I(a)
m

Proof: a= Jim 5a
. b b
= gél_l)loa ff(x,a'+6a')dx— Jf(x,a)dx
a a
X b
= tim = [[fGa+ 60 - fGxa)ldx
a
b
. fl,a+ 6a)- f(x,a)l
= lim dx
Sa—0 oa
2L
b _
. f,a+da)— f(x,a)
= Jllm dx
Sa—0 oa
; i
b
dl 0
— = f—f(x,a)dx ( by Definition of partial derivative )
da Jda
a
b b
Rul I-Ifl()—f( ydx then X _ fa (x,a)d
ule : o) = | f(x,a)dx then e aatfx,oc X
a a

)

It may be noted that if integral involves two parameters x’ and ‘a’ integration
is to be carried out w.r.t variable ‘x’ treating a’ as constant. Rule (I') gives method

to differentiate integral w.r.t. parameter a
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(°9)
—-X

e
Examplel: Evaluatef 7(1 —e ™ )dx (a>-1)
0

o)

e—x
Solution: ¢(a) = IT(l — e ™)dx
0

dp [ dpe™
Y f&[?“‘e )| dx
0

Differentiating w.r.t. a,

oo

dé e *
az jT(—B_ax)(—X) dx
0
_ e T e  at1>0
~@+D), " “@+D -@+tn ° ped
> -1
- 0+ —
(a+1)
- dd = da
0= wED

¢(a) =logla+1)+ C
To determine C,put a =0 ~ $(0) = 0+ C

o

e X
But , b(0) = f7(1—1)(—x)dx=0 2C=0
0

Hence, d(a) = log(a + 1)

a

x —
Example2 : Prove that Evaluate f T
0

dx =log(l+a);a =0
ogx

1

. x* -1
Solution: Let ¢(a) = j

log x

dx

x* —1

log x

1
Diferentacingwrt o, 2o [LEY,
lferentiating w.r.t. a, da = 9a X
0

1
do 1 a
Fri ,f—logx .x% logx .dx
0
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dd) ! xatl 1

— = fxadxz v a =20
da a+1
0 0

do = ! d

¢= @y @

. p@) =logla+1)+ C
To determine C,put a =0 ~ ¢$(0) = 0+C

1

X
But ,$(0) =
J5

0

dx=0 , ~C=0

Hence, d(a) = log(a + 1)

r cos /1x
Example 3 : Prove that f e~ — e~b¥)dx
0
1 b? + A2
:Elog<m> ya > O,b >0

oo

Solution: Let ¢(a) = f
0

cos Ax

(e™% — e~ P%)dx

d r d [ cosAx
Differentiating w.r.t. a, d_(:: fﬂ[ . (e™ % — e‘bx)] dx
0
d r cos Ax [
d_(:: f " [e”*(—x) — 0]dx = —f e~ cosAx dx
0 0
e ax
= — | 5—= (—acosix + Asinxlx)]
[az + A2 0
ax
By Using , f e cosbx dx = 1 p7 (a cosbx + b sinbx)
o _ 0 e +0
da a? + 12 (mat+0)|= a? + /12
—a
dp = PrEY) da

. ()__1j 2a d
°¢a_2 a2+/’12a
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d@) = _71 [log (a? + 22)] + C

To determine C,put a =b = ¢(b) = - [log (b2 +23)] + C

® coslx

o(b) = f (€7 — ") dx + C = 0

0

1
. C= > log (b? + 22)

' 4 2 2 2° a?+ 12
Example 4 : Show that tan”" (ax) dx = -log(1+a)
: Sho a a 7y >

) i tan™1(ax)
Solution: Let cl)(a) = fm X
0

fterentiat . J‘ tan"l(ax)
ifferentiating w.r.t. a, da| 21 + 29
dp f“’ 1.(x) 1
da  Jo (1+a2x?)’ x(1+x2)
dp f‘” dx
da  J, (1+a2x?)(1+x2)

1 1
o _ f“" -1/a® 1T-a
da  J, 1+a2x?2 1+ x?

dp 1 f‘” dx J°° a? 4
da 1-a?|)y 1+x2 J, 1+a%x? *

dx

dp 1 . 1 -
a—m[mn x — atan™'(ax)]gdx

1 [n n]_n 1-a) T 1
T 1-q?2 12 T 2(0-a)(1+a) 2 (1+a)

da d(a) = Elog(l +a)+ C

A R I 2

Nm
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To determine C,weputa=0 -~ ¢(0)= C

° tan~1(0
© =0 ~C=0

RO ol

0

d(@) = Flog(1+a)

Example 5 : Evaluate f ,a>0, |b| <a and deduce following

a+ b cosx
0
s s
f dx _ ma P f cosx dx _ —1h
(a+bcosx)?  (a? — b?)3/2 an (a+ b cosx)?  (a? — b?)3/2
0 0
] ; x 2dt 1—t2
Solution: Let I= fm Putt—tanz,dx—m,cosx— 1T
0
X 0 T
t 0 o0
) 2dt w
a+b1_t2 o a+at?+b+ bt?
0 1+ t?
_2j°° dt o 2 f°° dt
%)y (@a+b)+(@a-b)tz (a=b) J, (@+b) . .»
(a—D)
2 1 B a—>b
— ta 1
(@=b) | Ja+th a+b
a—b>b 0
2 2 T
e 1oy _ -10) =2
—m(mn o — tan~'0) ——77 2
Vs
f dx _ T 0
" Ja+bcosx gz —p2

0

Differentiating (1) both sides w.r.t. a

T

d 1 T

Il _ 2 p2y3/2
f@a[a+bcosx]dx Z(a b%)*" 2a
0

1
| G hesmmyrdx = e (@ = b
0
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mwa
: fm—@dx—m “““““““ @)
0

Differentiating (1) both sides w.r.t. b

0 1 T

i —  (n2 _p2V3/2 (_
faa[a+bcosx]dx Z(a b%)** . (=2b)
0

T
—1.cosx b

(a + beosx)2 (a? — b?)3/2
0

V[

] coSXx dx = —1h 3
Le (a + bcosx)2 "~ (a? — b2)3/2 ®)

Hence (] ), (2), (3) are the required results.

11.3 Rule — IT Integral With Limits as Functions of the Parameter
: Leibnintz’s Rule

If I(a)
b(a)

= j f(x, a)dx, where a and bare functions of the parameter « , then,
a(a)
b(a)
f 2 (6(x, @)}dx + f(b, o) —b ~ f(a (x) &
a(a)

Proof: Since the parameter « enters into the function I( a)due to the interal
f(x, a)and due to the limits a, b which are functions of «, we express this by
denoting I( «)as I( a) = ¢( a,b,a), from the below tree diagram, we get

I
o b a
o
dl_al() aldb dl da ,
da ab d(x da da M
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b(a)

ol
Now, I(a) = j f(x,a)dx BY using Rule I,a(l)
a(a)

is obtained by treating a, b as constants,
b(a)
We h o _ f g (x,a)d II
e ave,aa— 0(fx,oc X (ID)
a(a)
Let the definite integral be representd as f fx, c)dx = ¢ (x, ),

9
Lo [W(x@)] =f@) ———————————— === (110)

Hence ¢(a,b,a) = I(a)
b(a)

= | fodx = 1w el = b b - @0 - -

—————————————————————— (v
Hence from IV, we get,
al dp 0
3= 3 %Lp (b,a) = f(b,a) (fromIl]) - —— —— — — — — Q%)
al  do 9]
Rl —%w (a,a) = —f(a,a) (fromIIl) — — — — — — — (VD

Hence substituting from equations (II), (V), (VI)in (I)we get

b(a) b(c)
dl d 9] db da
Rule II: a = a f f(X, (X)dX = f ﬁf(x, O()dX + f(b, O() a - f(a, C() @
a(o) a(o)
Example 1

: Verify the rule of differentiation under integral sign for the integral

2

a
f log( ax)dx
a

a2

Solution : ¢(a) = flog( ax)dx

a
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a2

% = J %log( ax)dx + {% (az)}log(a. a?) — {% (a)}.log a’

a2

1
= —.X. 2a.l 3) =21
Jaxxdx+ a.log(a®) og a
a
aZ

1
= [—X] + 6a.log(a) — 2log a
a a

1
= a(a2 —a) + 6a.log(a) —2loga

= (a—1)+6alog(a)—2loga - ————————————— — — (1)

2

d(a) = f log(ax).1.dx = [log(ax).x]g2 — a—X.a.x.dx

a

= a%loga’® — aloga? — [x]2" = 3a%loga — 2aloga — (a2 — a)

1 1
—_—= 2—— —_— —_—— J—
i 6a log a+3a.al 2log a Za.a (2a—1)
d
d—i)=6alog a—2loga+a-1 - - ————————————— 2)

From (1)and (2)the rule is verified

Tt/2a
Example 2 : Show that ¢ (a) = f
m/6a

Solution : To show that ¢ (a)
/2a

sin ax

dx isindependent of a

sin ax
= f " dx is independent of a, we find ¢'(a)Using DUIS Rulell

Tt/6a
n/2a _ _ n
o "0 (anmy (o oy l(E)
m/6a (Za)
sin|a 1)
{i(gzﬂ-(n;)
\
T/2a

do cos ax. x. dx T 1 T 1/2
da f X * (_ ZaZ)'(Tr/Za) Bl (6a2)'(1't/6a)

T/6a
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sinax(®? 1 1 1; m m 1 1
[ - = —=—[51n——51ng]— —

+ —+
a L/ﬁa a 2a a 2 a 2a

d
Thus 'd_(:I: = 0 implies that ¢(a) independent of a

Example 3:

Verify the rule of differentiation under integral sign for the integral
a2
X
f tan~! - dx
a
0

a2

X
Solution : ¢(a) = j tan‘lg dx
0

2

0 X d a? d
)y = | 12 2 ()18 -1
¢'(a) = faa(tan a) dx+{da(a )} tan <a> {dX(O)} tan=*(0)
0
a2 22
1 X ~ X ~
= Ij(a—z) dx + 2atan™(a) = — f mdx + 2atan1(a)
o 1+2 0
aZ
1 2x .dx 1 2
— _ - | £ -1, _ _ = 2 4 w2)]a -1
=3 fa2+x2 + 2atan”'a 5 [log(a® + x4)]3 2atan™'a
0
1

= — = [log(a? + a*) —loga?] + 2atanla

2
1 a?(1+a?
= — Elog%+ 2atanla

1
¢'@@) = - Elog(l +a?)+ 2atanla @ @————-———————

Next by integration by parts

a2

¢ @) = ftan‘1 (z).l.dx

0
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a? 1 1
=[tan1()(x)] —J >.—.x.dx
0 1432
0 22
aZ
x dx 2
= a‘“tan a_O_afa2+X2_ a‘tan"'a — —[log(a® + x%)]
0
a 2(1 + a?
= a’tan"la— —log ( > )—atan a— —log(1+a?)
a

a
¢ (a) = a’tan"la-— Elog( 1+ a?)

1 1 a/ 2a
! — -1 2 2
¢'(a) = 2atan a+a.1+a2—§log(1+a)—z(m)

¢'(a) = 2atan~la-— %log(l +a¥)=—-——-—-"—-"-"-"—-—————— (2)

From (1)and (2)the rule of differentiation under integral sign or
the interal is verified.

2

y
I —— a’y = af(x) dx

Example 4: If y = f f(t) sina (x — t)dt, show that

Solution : y = f f(t) sina (x — t)dt,
Differentiating w.r. t.x,

= [ l®sina G- 0] dt+ {1 (9]0 sin0 = {5 @} f0)sino0
0

X
= faf(t)cosa(x—t)] dt+0—-0
0
Again differentiating w.r. t. x,

X

d_y f [af(t)cosa (x—t)] dt+ [% (X)] a f(x) cos 0
0
- i(())-z’:lf(O).coso
dx
% = jaf(t)(—sina(x—t)).a.dt+a.f(x)—0

0
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X

dZ
d—XZ = g2 f f(t) sina (x — )dt + a.f(x) = — ay + a f(x)
0
d?%y
@ + azy = a f(X)

11.4 Error Function:-Definition

Definition: Error function x is defined as
2 X

—f e Y’ du and is denoted by erf(x) .
vm 0

We write erf(x)

This function or integral is also called Error Function integral or Probability
integral and is encounterd in many branches of Mathematics,

Physics or Engineering.

Complementary Error Function:

Complementary error function x is defined

2 (o]
as —f e’ du and is denoted by erfc(x).
N&:
X
We write erf c(x)
-z evdy —————————— (2)
VT
X

Alternate Definition of Error Function: In integral of (1),
. 5 dt
if we put u® =t 2udu =dtordu=——;

24/t

Xz X2
2 dt 1
erf(x) = —] et —f e tt1/2 gt
0 \/_0
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X2
1
erf(x) = —= f et e V2qdf — - _____ 3
0

This is also considered as definition of Error function x and
either (1) or (3) used for erf(x) according to the need of the problem

11.5 Properties of Error Functions

1. erf(e) = —f e ¥dy ———————————— (Put u? =y)
\/Eo
2 [ 1 1 [
= — | eViyV2gy= — -yy-1/24
T[f 2y y N e’y y
0 0
! 1
- — Jm =
Vv
erf(0) =1 =~ = —————————= 4)
erf(eo) = 1
0
2. erf(0) = i e ¥du =
v
0
erff0) =0 ——————=——— (5)
erf(0)=0
X oo (o]
3. erf(x) + erfc(x) = 2 J e~ du +f e™du | = e j e~ du
' v v
0 X 0
=erf(o) =1
erf(x) + erfc(x) =1 = - ————————— (6)
erf(x) + erfc(x) = 1
4 .Error Function is an odd function : erf(—x) = — erf(x)
2 X
Proof: erf(x) = ﬁ“ e " du ] ———————— Replace x by — x
0

—X
2
erf(—x) = \/_E[f e‘“zdu] putu= —y;du= —dy
0
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u| 0 | x
y| O 0
2 [r ., 2
erf(—x) = ﬁLf eV (~dy) ]—ﬁof e (~dy)
erf(—x) = —erf(x)  —-———-——————— (7)

erf(—x) = — erf(x)

5 .Expression for erf(x)in series :

2 [ .,
Proof: erf(x) = Tf e " du
U
0

L tO tl t2 t3
- e i = L m b — —

SInce e TR T TR T 3

6
erf(x) = \/_f ll—u +—'—%+ ...... ldu ( By putting t

=—u?ine™")
2 w o ou X
= — |u — 4+ ...
w3710 42 l
£ 2 x3 x5 X7+ 8
erf(x) = = x—ztg gt e (8)
x3 x° x7
f = —Ix——+————4+ ......
erf(x) \/_x 3+10 42+ l

This series is uniformly convergent and hence erf(x) is a continuous function
of x. Values of erf(x) can be tabulated using above series.

6 . Altermnate definition of Complementary error function :

By Result erf(oo) = 1,erf() = f “t-1/2 gt = 1
o
X2 [o'e]
1
This can be rewritten as , — j e tt~1/2 dt + j e tt /24t =1
Vr J
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X [oe]
1 1
—f ettt /2dt + — | ettt /2 gt
T e
0 x2
=1 - ——-———-—-———— 9

1 [e0]
Here first integral on L. H. S. of (9)is erf(x) and second integral N f e tt1/2
T
XZ

complementary error function x or written as erfc(x).

1 [ee]
" erfc(x)\/—E ettt /2t - —— — - ____
X2
- (10)
erfc(x) ij e tt71/2 dt
Vr %

Thus from (9), we note that, erf(x) + erfc(x) =1

11.6 Differentiation and Integration of Error function

Differentiation of Error function:

erf(x) = —J e du

2 ax
erf(ax) = \/—_f e %du
TU

0

Using second rule of differentitaion under the integral sign, and noting
that integration is w.r. t. u and differentiation is carreid out w.r. t.x.

%erf(ax) = % UX % e " du + {% (ax)} e " {% (0)} e ]
0

d 2 2 2 2a.e" 3%

—erf(ax)) = — |0+a.e™@* -0l = ———

@) = 7l I=—F

d flax) = = 2a. e 2 11
dXer ax) = = N (11)
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2,2

d flax) = = 2a.e7X
dXer ax) = = N
Integration of Error function:
t t
f erf(ax) dx = J 1. erf(ax)dx

0 0

Integrating by parts treating unity as second function

and erf(ax) as first function

t

= [erf(ax).x]§ — f %erf(ax).x. dx
0

t2a gma’x* d 2a.e73°%
=t.erfat—0—f'—xdx v —erflax) = = ————
S I (¢ geertan = = 2
t
= t.erf(at) + “4 lfe‘az"z(—Za2 xdx)
: g
0
1 i £
= t.erf(at) + — [e™@%
@+ —= e,
1 2:2 1 242 1
= t.erf(at) + — (e7*Y — 1) =t.erf(at) + — e 3" ——
(at) a\/E( ) (at) "= "
t
. ferf(ax) dx
0
1 2.2 1
=terfla)+ —e?* "' —-—— ————————— 12
(at) "= "= (12)
‘ 1 1
Jerf(ax) dx = t.erf(at) + — e @ — —
. aVvm aVm
t t
Example 1: Show that ferf(ax) dx + ferfc(ax) dx =t
0 0
t t
Solution: f erf(ax) dx + f erfc(ax) dx
0 0
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= j[erf(ax) + erfc(ax) | dx
0

t

= f(l).dx =[x]§ =t { = erf(ax) + erfc(ax) =1 }
0

Example 2: Prove that erfc(—x) + erfc(x) = 2
Solution : We have erf(x) + erfc(x) =1, Letreplacex by —x
erf(—x) + erfc(—x) =1
erf(—x) + erfc(—x) =1
—erf(x) + erfc(—x) =1 { erf(—x) = —erf(x) }
erfc(—x) = 1 + erf(x)
erfc(—x) + erfc(x) = 1 + erf (x) + erfc(x)

erfc(=x)+erfc(x) =14+1 =2

1d
Example 3 : Prove that <@ erfc(ax) = 3 &erf (ax)

2 [,
Solution : erfc(ax) = —f e " du
Vm
ax

d 2 (0, _. d . d o
@ erfc(ax) = ﬁ {aj(e ).du+ 1 (0).e7° — a(ax).e I
ax

2 2.2 2xe~3° X’
= —{0+0-—xe¥)= -
\/n{ } VT
1 d 2 25,2
Z = orf - _Z ea%x*  _ _ _ __________ 1
) c(ax) e e (1)

ax
d 2 \0 2 d 2,2 d
- - ] —-u _ —a“x” _ __ 0
T erf(ax) {axj(e ).du + i (ax).e X(O).e }

V= d
0
2 - 2ae~a"%*
= —{0+ae@* —0f=
7 =
1 d 2 2,2
_- = - _ & a2
™ erf(ax) 7 e (2)
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1d 1d
From (1)and (2), it is prove that — — erfc(ax) = —— —erf (ax)
x da a dx

s
2

B

Example 4: Show that fab e X' dx = [ erf(b) — erf(a) ]

X
2
Solution : By definition erf(x) = —f e ¥ du
NE
0
ifx = oo ,then erf(co) = if e " du
) ) ﬁ 0

w1 = \/% Of e¥dx  {+ erf(c) = 1}

Assuming thatb > a, we can write,

a b oo
2 2 2 2
1=—fe‘xdx+fe‘xdx+f e ¥ dx
VT
0 a b

a b %)
1= ij e ¥’ dx +if e ¥ dx +if e ¥ dx
\/EO VT \/Eb
a

b
2
1 = erf(a)+\/—Ej e *’dx + erfc(b)
a
, b
1 —erfc(b) = erf(a +—f e *’d
(b) (@) 7 X
a

b
erf(b) —erf(a) = \/2—_f e X" dx { - erf(b) + erfc(b) = 1}
TC

b
f e®dx = ? [ erf(b) — erf(a)]

a

o)

Example 5: Show that f e™X*~2bx gy =
0

? eP’ [ 1— erf(b) ]
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[ee] [0%0) .
i -x%— —x2_2bx—b2+b2 2 _ 2
Solution : [ = fe X-2bx qy = fe x=2bx-b%+b%qy — gb fe (x+b)? 4
0 0 0

putx+b =u,dx = du

= ? e’ erfc(b) = \/Z—E e’ [1 — erf(b)]

2 Foe
Example 6: If a(x) =\/; fe—_zdt show that erf(x) = a[xV2]

Solution : a(x) —f J-e —2dt

2 t2
+a(2) = | j ezdr
0
2udu  2udu

2=2u%,2tdt=4 ) t= = = +/2d
putt u<,2td u du d T N V2 du

] e™V2.du = erf (x)
0

ﬁl
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11.7 Exercise

1

x% — xP a+1
1. Prove that dx = log (—) ;a>0,b>0
log x b+1
) “ sinx T 1 — cosax
2.Assuming that —— dx = —,evaluate — dx
0o X 2 x?

0

[ee)

3. Prove that J-
0

—-ax —-bx

e — e b
—dleog(—) :a>0,b>0
X a

1
Hint: ¢'(a) = -7 ¢(@) = —log a+CPuta=b,C=1log b

[0 0] [oe]
e sinx L sin x T
4. Prove that Xz dx = cot™"a.Deduce that dx = )
0 0
1 —cosax ma
5.Provethat | ——— dx = —
x2 2

0

X
3

d>f
6.1ff(x) = f(x —1t)? G(t)dt then show that Frche 2G(x) =0

a

X X

Hint: Here x is a parameter, f'(x) = f(Z)(x —)G(Hdt ,f'® = fG(t)dt

a a

f"'(x)zz[fx G(Odt + }G(x)—{%}G(a)]

t2

dF 1
7.1f F(t) = f e’ dx, then show that — = Z—t[StZet5 — 3tet — F(v)]

dt
t
1/a
d
8.Showthat—.j cos ax? dx
da
Vva
1/a
~ f by Lol 1
= .sin ax? dx 3 C0S 2\/acosa
Vva
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a2

9.If p(a) = j

a

sin ax . do
dx, find —
X da

10. Verify the rule of differntiation under interal sign

1
X+a

aZ
for the integral f dx
a

11.Find erf(0), erf(oo), erfc(0)

d
12.— erfc(ax™)
dx

d
13.& erfc(vx)

(0]

U
14. Show thatf e+’ gy — \/2—_ [1 —erf(a)]
0

15. Define erf(x) , erfc(x), erf(v/t), erfc(v/t).

11.8 Summary

b b
dI 2
Rule —I: If I(a) = ff(x,a)dx then da— jaf(x,a)dx

b(x)

d
T j f(x, a)dx
a(o)

dl

Rule — II: (LEIBNITZ's RULE) T

b(a)
0 db da
= ([) gf(x, a)dx + f(b, o) i f(a, a) I
a(a

X
2
Error Function : erf(x) = —f e " du
VT
0
: 2 2
Complementary Error Function : erfc(x) = Tf e " du
il
X

Alternate Definition of Error Function : erf(x) = e tt~1/2 gt

=l -
O 5

265



APPLIED MATHEMATICS

Properties of Error Fnction :
erf(o) = 1

erf(0)=0

erf(x) + erfc(x) = 1
erf(—x) = —erf(x)

2 X3 XS 7
fx)= =|x——+-———"7%+ ......
erf(x) \/EX 3+10 42+
erfc(x) = if e tt71/2 dt
NE
x2
Differentiation of Error function:
d 2a. e~ 3%’
—erf(ax) = = ———
1z erf(ax) N
Integration of Error function:
t
1 2,2 1
ferf(ax) dx = t.erf(at) + — ™" ———
aVn aVm

0
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