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1.0 OBJECTIVE

The learner will be able to understand variuos data types,
understand frequency distributon and be able to plot simple graphs like
Histograms, O give curve to display data. Also stem and leaf type of

display can be learned from this chapter.

1.1 INTRODUCTION

Any Statistical study involves collecting, processing, analysing

data and then reporting information from this data.

Statistics is defined as “Statistics is a science that includes the
methods of collecting, organising, presenting, analysing and interpreting

numerical facts and decision taken on that basis”.



1.2 DATA PRESENTATION

1.2.1 DATA TYPES

Data(or Distribution) can be classified as Ungrouped data and Grouped
Data.

Grouped data can be further classified as Discrete and Continous type.
1.2.1.1 Ungrouped Data

In this type, no grouping is done on data and data is available in
the raw form.

Ex 1 : Age of students in a group of five people can be 35, 38, 37, 30 and
35 years

Ex 2 : Scores of six students in a Statistics test can be 4, 6, 8, 3, 2 and 9
marks

1.2.1.2 Grouped Data

In this type data is grouped for some purpose. Grouped data can be
Discrete or Continuous.

Grouped Discrete Data
Number of occurences of each discrete data can be marked as
frequency of that data value in Discrete type of Data Presentation

Ex 3 : The scores of 100 students in a 10 Marks Physics class test can be
grouped as :

Marks Of112]3 |4 |5 ]6 |7 |8]9]10
Number of students | 2 | 316 [ 12| 18] 15]13]16]8]6] 1

Ex 4: The number of students in a degree college in various courses :
Course BCom | BMS | BScCS | BScIT | BAF
Number of students | 145 98 62 48 80

Grouped Continuous Data
Some suitable class intervals are created and data is placed in the
appropriate class.

Ex 5 : The scores of students in a 100 Marks Calculus class test can be
grouped as :

Marks 0-40 | 40-60 | 60-75 | 75-100
Number of students | 12 32 28 12

Ex 6: Expenses per month of families in a society are :

Expenses in | 10,000- 20,000- 30,000- >40000
Rupees 20,000 30,000 40,000

Number of | 5 12 18 3
families




Ex 7 : Time to manufacture an auto assembly is given in hours

Time (in hrs) 1-313-5(5-717-9]9-11
Number of assemblies | 1 13 115 (12 |3

1.2.2 FREQUENCY DISTRIBUION

After collecting data, it can be organised in some meaningful form.
The data is thus compressed in systematic manner, for example collected
data can be organised in a tabular form.

Ex 8 : Following data gives marks scored by students in a test of 10
marks. Prepare frequency distribution table.
2,4,8,6,3,4,5,4,8,6,5,3,2,0,3,5,8,9,8, 3.

Solution:
Marks Tally Marks | Frequency
0 | 1
1 0
2 [ | 2
3 L1 4
4 1 3
5 1] 3
6 | | 2
7 0
8 1] 4
9 | 1
10 0

Data can also be grouped with some suitable class Interval in
frequency table.

1.2.2.1 Types of Class Intervals

Three methods of making class Intervals are :

a) Exclusive method, b) Inclusive method and ¢) Open end classes.
a) Exlcusive method

The upper limit of a class becomes the lower limit of the next class
in this method.

For example, classes can (10-20), (20-30), (30-40) and so on.

b) Incusive method
In this type the lower limit of a class is kept onemore than the
upper limit of the previsous class.

For example, classes can be (10-19), (20-29), (30-39) and so on.



a) Open end classes

In this type, the lower class limit of the first class is not given. Also

the upper limit of the last class may not be given.

For example, classes can be (<100), (100-200), (200-300), (>300)

1.2.3 GRAPHS

A frequency distribution can be represented by Graphs. Graphs

represent the data pictorically.
Types of Graphs :

a) Frequency curve

b) Histogram

¢) O give curve

d) Stem and Leaf display

1.2.3.1 Frequency curve

Ex 9 : Plot Frequency curve

Month Jan | Feb | Mar | April | May | June | July | Aug | Sept | Oct | Nov | Dec
Sales 120 | 135 ] 148 | 190 | 212 | 250 | 283 | 312 | 287 | 252 | 313 | 314
(in Lakh)
Sales
350
300
250
200
150
100
50
0
Jan Feb ' Mar | Apr | May @ Jun Jul Aug | Sep Oct Nov | Dec
Sales' 120 135 148 190 212 250 | 283 312 287 252 313 | 314
1.2.3.2 Histogram

In this type, each class is represented by a vertical bar. The bars are
adjacent to each other in Histogram. The areas of the bars are proportional

to the frequencies.




Ex 10 : Plot Histogram

Number of employees
10000-20000 25
20000-30000 15
30000-40000 30
40000-50000 10
Solution :
Histogram
35 -
30
30
25
g 25
§ 20
“é 15
] 15 A
Z 10
2 10 -
5 -
0 .
Salary
(in Rupees thousands)

Ex 11 : Plot Histigram and hence find Mode
CI|0-5]5-10 | 10-15 | 15-20 | 20-25 | 25-30
f [20 |30 |40 50 30 20

60

50

50 -
40

40

30 30
30

20 20
20

10

0 0 5 10 15 20 25 30

Mode =15.4 (Ans)
1.2.3.3 O give curves
An O give curve represents the cumulative frequencies for the classes.
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Ex 12 : Prepare Less than and More than cumulative frequency table.

Salary Range | No. of workers

10000-20000 | 125

20000-30000 | 134

30000-40000 | 150

40000-50000 | 85

50000-60000 | 15

Solution :

Salary Range | No. of workers | Less than cf | More than cf
10000-20000 | 125 125 510
20000-30000 | 134 259 385
30000-40000 | 150 409 251
40000-50000 | 85 494 101
50000-60000 | 16 510 16

O give curves are of two types :
a) Less than O give curve and b) More than O give curve
a) Less than O give curve

Ex 13 : Plot Less than Ogive curve

Class | Frequency

10-20 | 12

0-30 |24

30-40 |43

40-50 | 38

50-60 | 22

60-70 | 11

Solution :
Class | Frequency | Cumulative
frequency

0-10 |0 0
10-20 | 12 12
20-30 | 24 36
30-40 |43 79
40-50 | 38 117
50-60 | 22 139
60-70 | 11 150
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Ex 14: Plot More than Ogive curve

Class | Frequency
5-10 |25
10-15 |30
15-20 |35
20-25 |38
25-30 |22
35-40 | 11
40-45 | 5
45-50 | 4
Solution :
Class | Frequency | More than
Cumulative
frequency
5-10 2} 253 70
10-15 3153'8
180 15-20 |35 115
160 7 20-25 | 38 80
8 197 2530 |22 42
g 1201 35-40] 11 20
€197 40-45 |3~ 9
g %07 4550 1[4 N [4
B2 50-55 [0 o
o 40
20 - \
’ 10 15 20 25 30 35 40 45

Class Interval




Ex 15: Plot Less than O give curve and hence find Median.

CI'| 0-10 | 10-20 | 20-30 | 30-40 | 40-50 | 50-60
f 115 [32 41 45 28 15

Solution :

CI'|0-10 | 10-20 | 20-30 | 30-40 | 40-50 | 50-60
f |15 32 43 45 28 15
Cfl15 [47 90 135 163 178

0 10 20 30 40 50 60 70

Median = 29, the point of intersection of cf and Rank lines Ans)

Ex 16 : Plot Less than and More than O give curves
Range | f

10-20 | 5

20-30 | 15
30-40 | 20
40-50 | 10
50-60 | 10

Solution :

Range | f | Less than cf | More than cf
10-20 |5 |5 60
20-30 | 15120 55
30-40 | 20 [ 40 40
40-50 | 10 ] 50 20
50-60 | 10 | 60 10
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1.2.3.4 Stem and Leaf display
Stem and Leaf plot shows exact value of individual observation. It
uses ungrouped data.

Steps to draw Stem and Leaf plot :

1) Divide each value of the observation into two parts. One part consisting
of one or more digits as stem and rest digits as leaf.

2) The stem values are listed on the left of the vertical line and each leaf
value corresponding to the stem is written in horizontal line to the right

of the stem in the increasing order.

3) The stem and the leat display gives us the ordered data and the shape of

the distribution.

Ex 17 : Display the given data as stem and leaf
42,53, 65,63, 61, 77,47, 56, 74, 60, 64, 68, 45, 55, 57, 82, 42, 35, 39, 51,
65, 55, 33, 76, 70, 50, 52, 54, 45, 46, 25, 36, 59, 63, 83.

Solution :

Stem | Leaf
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Comparison of Histogram and Stem and Leaf plot :

1) Stem and Leaf display is simple to plot

2) Data can be easily seen in both stem and Leaf and Histogram.
3) Hsitogram is more suitable for large data set.



1.3 SUMMARY

1) Data can be of ungrouped or grouped (discrete or continuous) type

2) Frequency table gives count of observations of each variable or each
class

3) Frequency curve gives data trend over period of time

4) Histogram gives pictorial representation of data in each class

5) O give curve plots cumulative frequencies in successice classs

6) Stem and Leaf plot gives more clear picture of individual data

1.4 EXERCISE

1) Explain various types of distributons with suitable examples for each.
2) Plot frequency curve

Quarter | Expenses
(in K)

| 25

11 32

111 35

1\ 25

3) Plot Histogram

Class | Frequency
0-4 15

4-8 22

8-12 |32

12-16 | 25

16-20 | 22

4) Plot Less than O give curve
Class | Frequency

10-20 | 20
20-30 | 36
30-40 | 45
40-50 | 62
50-60 | 27
60-70 | 20

5) Plot More than O give curve

Class Frequency
0-20 15
20-40 16
40-60 32
60-80 24
80-100 |22
100-120 | 20
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6) Draw stem and leaf plot
22,25,28,32,35,21,42,42, 53,52, 33, 35, 46, 51, 44, 34, 42, 53

7) Draw stem and leaf plot
15, 22, 26, 35, 24, 21, 25, 30, 35, 38, 24, 26, 26, 29, 32, 38, 27, 33, 35,
24,25

1.5 LIST OFREFERENCES

1) Probability, Statistics, design of experiments and queuing theory with
applications of Compter Science, S. K. Trivedi, PHI

2) Applied Statistics, S C Gupta, S Chand
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2.0 OBJECTIVE

Learnr will be able to understand concept of Averages. Also
learner will be able to take decision on correct selection of central value
for the given distribution.

2.1 INTRODUCTION

It is required to convert the given set of data into some form which
can represent the data. Such reduced or compressed form should be easy
to interpret the distribution and also it should allow further algebraic
treatment. Averages are such compact form of the distribution. Such
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compact form to represent central tendency of the distribution can also be
calles Averages.

Objective of a good measures of central tendency :
1) To condense the data in a single value
2) To enable comprison among various data sets

Requisites of a good Measure of Sentral tendency :
1) It should be rigidly defined.

2) It should be simple to nderstand and interpret.

3) It should cover all observations in the data set.

4) It should be capable of further algebraic treatment.
5) It should have good sampling stability.

6) It should not be undulyaffeted by extreme values.
7) It should be easy to calculate.

2.2 MEASURES OF CENTRAL TENDENCY

Types of Averages :

There are three types of Averages : Mean, Median and Mode. Also
there are some more types like Geometric Mean, Harmonic Mean and
Quantiles.

2.2.1 MEAN

2.2.1.1 Mean of Ungrouped Data{¥ )

For Ungrouped Data :

Xs + X3+ X + X2+t + 1,
T: 1 £ 3 > It

rel
i

This can also be written as :

wIl=1 .-
—=__ &= e 1 — &
xX= or SImptLy X =
n o n

Ex 1 : Find Arithmetic Mean of 4, 5,2,5,7

Solution :

x=4%.6 (Ans)
.2.1.2 Mean of Grouped (Discrete) Data (X )

13
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For Grouped (discrete) Data :

£ . £ . . £
= J1Xa T JaXa T /33 7 """ 7 Indn
farf +f 4+ f
ii v iz v iz LI & 1
This can also be written as :
—Ii=H -—
_ 2= 1:\\:1 . - _ L_ 13\:1
X=—= or simplv X = _
vi=n f, o 3 f.
=1 J1 —gL

Ex 2 : Find Arithmetic Mean (AM) of

X1 |2 |3 |4 |5
f 120]12]25]231]30
Solution :
X f X
1 20 |20
2 12 |24
3 25 |75
4 23 192
5 30 | 150
Total | 110 | 361
X F.a QL4
x=2U0 o 2 — 328
¥ ilo
Mean, X = 3-28 (Ans)

Ex 3 : Marks obtained by students of Discrete mathematics class are as

given below. Find AM.

Marks 1 12 13 14151617 |8 |9 |10
No of students | 1212512313023 |24]12]26]13|3
Solution :
Marks, X 1 |2 (3 |4 5 6 7 18 9 10 | Total
No of [12 125123130 |23 (24 |18]27 |14 |3 |191
students, f
X 12150]169]120]|115] 144841208117 | 30| 949
X fix; S49 o
=21 77 _ A0y
x/; 191
Mean, X =4.97 (Ans)
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2.2.1.3 Mean of Grouped (Continuous) Data (X~

For Grouped (continuous) Data :

=_Jit1 T jzrz X
= r r £ 1. £
J1TJ2TJj3 T 7T jn

X, is class mark and it is middle value of the respective class

This can also be written as :

or simply X =

= L __
21X

i_\
X/
——1 L

Ex 4 : Find Arithmetic Mean (AM) of

Class 15- 120- |25- |30- |35 |40- |45- |50- |55-
Interval 20 25 30 35 40 45 50 55 60
f 4 5 11 6 5 8 9 6 4
Solution :
Class 15- | 20- 25- 30- | 35- 40- | 45- 50- | 55-
Interval | 20 25 30 35 40 45 50 55 60
f 4 5 11 6 5 8 9 6 4
Class 17.5 1225 275 325|375 [425 475 |52.5]575
Mark, X
X 70 112.5]1302.5]1195 | 187.5]|340 |427.5]315 |230
_ = 2180 __ _
X=—+—= ——= 3759

Xf: 58
Mean, X — 27.59 (Ans)
Ex 5 : Find Arithmetic Mean (AM) of

Class Interval | 10-20 | 20-30 | 30-40 | 40-50 | 50-60
f 15 12 18 19 21

Solution :

Class Interval | 10-20 | 20-30 | 30-40 | 40-50 | 50-60 | Total

f 15 12 18 19 21 85

Class Mark, x | 15 25 35 45 55

X 225 300 630 855 1155 | 3165

Yy 3165

x="21= T T = 23724
. -« L Or
Mean, X =37.24 (Ans)
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2.2.1.4 Merits and Demerits of AM

Merits of AM
(1) It is rigidly defined
(1) It is easy to calculate and easy to understand
(i11) It 1s based on all observations
(iv) It is capable of further algebraic treatment

Demerits of AM
(1) It is affected by extreme values
(i1) It 1s not possible to calculate AM for open end class intervals
(i11) It 1s unduly affected by extreme values
(iv) It may be number which itself may not be present in data

2.2.2 MEDIAN

2.2.2.1 Median of Ungrouped Data (M)

Median is the positional average of the data set.
Data needs to be arranged in ascending order to find the Median.
Median is middle value when there are odd number of observations.

Median is average of middle two values when there are even number of
observations.

Ex 6 : Find Median of 5, 4, 3,6, 8,2, 5
Solution : Arrange the data in ascending order.
2,3,4,5,5,6,8

Median =5 (Ans)

Ex 7 : Find Median 0of 2,4, 3,6,8,2,5,6
Solution : Arrange the data in ascending order.
2,2,3,4,5,6,6,8

CEL
Median= 2 T (Ans)

2.2.2.2 Median of Grouped(discrete) Data (M)

Use cumulative frequency to find Median of Grouped(discrete) data.

Ex 8 : Find Median

Solution :

—

20| 12125123 |30
Cf120]32]75]98]128
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N=128

Rank = (N+1)/2 =129/2 = 64.5

Cf value first exceed Rank at 75. So, corresponding X value is Median
Median =3 (Ans)

2.2.2.3 Median of Grouped(continuous) Data (M)

Use cumulative frequency to find Median of Grouped(continuous) data.

Steps :
1) Arrange data in ascending order

2) Obtain cumulative frequency against each class

3) Find sum of all frequencies (N).

4) Find Rank, R=N/2

5) Locate a cumulative frequency which first appears higher than Rank

6) Use given formula to find Median

n = uank =

2

4
nmrf — maprrine mrmarlatiacos Faromaisnen
FL:-’ - P' CUrLUv U LiitutucL v o ’ I EL’LLC‘JLL_)’
£ Lomeinonns ~ L AT . T
J =jrequerncy oj Meaian CLass

Ex 9 : Find Median
Class Interval | 0-10| 10-20 | 20-30 | 30-40 | 40-50

F 2 12 25 23 3
Solution :
Class Interval | 0-10 | 10-20 | 20-30 | 30-40 | 40-50
f 2 12 25 23 3
Cf 2 14 39 62 65
N 65
R =Rank =—=—= 325
2 2
o [(R — pef XL — )]
Median, M =1, + i 7 i
L 7 i

[(32.5 —149)(B0 — 20)]

M =20 =20 [(18'5)(10)]—20 [185 =20+74=27
- 25 il SEE TR Il Y i AT

M —27.4 (Ans)
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Ex 10 : Find Median

Class Interval | 10- |20- |]30- |40- |]50- |60- |]70- | 80-
20 30 40 50 60 70 80 90

F 16 21 20 28 10 3 1 1

Solution :

Class Interval | 10- | 20- | 30- |40- | 50- | 60- | 70- | 80- | Total
20 30 40 50 60 70 80 90

f 16 21 20 28 10 3 1 1 100
Cf 16 37 57 85 95 98 99 100
B o N 1o _
K =Rank =—= = Ho
- r?h_' —pcfMi, — I
Afodsmam AA T o 12 Frore il |
MEQLATL Y] = 1 T | p 1
L T 1
(50 — 37)(30 — Zon
Af — 20 o 1D i il N, V-
T — JU T o | — 20.00
L 20 1
M =36.50 (Ans)

2.2.2.4 Merits and Demerits of MEDIAN

Merits of Median
(1) It is not affected by extreme value

(1) It is easy to calculate. Sometimes, Median can be found out simply by
observation

(i11) It can be located Graphically
(iv) It is easy to understand and easy to calulate

Demerits of Median
(1) It does not include all data in the data set

(i1) For larger data sets, arranging numbers in ascending order is tedious

(ii1) It is not capable of further algebraic treatment
(iv) It does not capture small changes in data set

2.2.3MODE
Mode is the highest occuring number in the distribution, or it is the
number with the highest frquency.

2.2.3.1 Mode of Ungrouped Data (£ )

Mode of ungrouped data can be simply obtained by observation.
Arrange all the numbers in the ascending (or descending) order and count
the occurrence of each number. The number with thehighest or most
occurrence is Mode. There can bemore than Mode in the distribution.

Ex 11 : Find Mode of 7, 5,8, 7,6, 8,2, 7
18




Solution : Arranging inascending order : 2, 8,6, 7, 7,7, 8, 8
Since number 7 occurred highest number of times, i.e. three times,
Mode =7 (Ans)

Ex 12 : Find Mode of 7, 5,8, 7,6, 8,2, 7, 8

Solution : Arranging inascending order : 2, 8,6,7,7,7,8, 8, 8
Two numbres 7 and 8 bith occurred three times,

Mode =7 and Mode=8  (Ans)

2.2.3.2 Mode of Grouped (discrete) Data {7 )
Ex 13 : Find Mode

X112 |3 [4 |56 |7
Fl12]25[28]63]|54]|53]17

Since highest frequency is 63, corresponding X value is Mode.
Mode =5 (Ans)

2.2.3.3 Mode of Grouped (continuous) Data (£
Following formula is to be used to find Mode of grouped

— ), - 1)
FUF L -

- &, _ 1_T _ =
FIDWUL ClisS

Ex 14 : Find Mode
Range | 0-4 | 4-8 | 8-12 | 12-16 | 16-20
F 12 |25 |28 63 54

Since hhighest frequency is 63, class interval [12-16] is Modal class.

7 L Fanvel A S
_ _ Ui — JoJUz — 11J]
Mode, Z =1, 4+ 1
; b 2f —F — £ |
4f1 ~ fo 2 1
FE2 _ D1 £ _ 1aN
_ o r\UJ =OJL1LU J.d)'l
L =12+ - |
[ 2(63) — 28 —54 |

Mode = 15.18 (Ans)

Ex 15 : Find Mode
Range | 0-10 | 10-20 | 20-30 | 30-40
F 12 25 28 63

Since highest frequency is 63, class interval [30-40] is Modal class.
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Mode = 33.57 (Ans)

2.2.3.4 Merits and Demerits of MODE

Merits of Mode

(1) It is not affected by extreme value

(i1) It is easy to calculate. Sometimes, Mode can be found out simply by
observation

(i11) It can be located Graphically

(iv) It is easy to understand and easy to calulate

Demerits of Mode

(1) It does not include all data in the data set

(i1) Mode is not unique, hence not suitable for further algebraic treatment.
(ii1) It does not capture small changes in data set

Ex 16 : The following are the weights of 30 wooden logs :

132, 166, 134, 119, 151, 114, 138, 124, 130, 132,

142, 121, 144, 147, 126, 104, 143, 129, 108, 111,

155, 131, 157, 137, 145, 122, 148, 139, 135, 136.

Arrange the data in a frequency table with class interval of 10 kg. each.

The first interval being 100-110. Find Arithmetic Mean (AM), Median and
Mode.

Solution :

Class Mid Tally Frequency | fX Cumulative
Interval value mark 3} Frequency
X) (ch)

100-110 105 || 2 210 2

110-120 115 [] 3 345 5

120-130 125 THH 5 625 10

130-140 135 THNL M| 10 1350 20

140-150 145 THN | 6 870 26

150-160 155 [ 3 465 29

160-170 165 | 1 165 30
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= £ . ANT~
ZJiti TUOoU 134 33 T -
X=—/F"= —5— = 1O0%.00 K{(
27 30 =
Mean, X = 134 23 (Ans 1)
Median :
N 3o
R o Ry - —— —=1c
i e 15
Z Z
i _msfYT I
as 7 ar 'O bl [t AN 17
Meatan, M =1, +1 — i
Sl f 1
M5 — TaW1AN0 — 12aM1
s PR A ERLy AW g v e | .-
M = 13U+ 1 - = 135
l 1o 1
M =135 (Ans 2)
Mode :
M — £YI_ 1.1
ny T _ s 7 jv1 J07\2 L17)
Mode,Z =l +|———————1
I I Pl Pl P

Mode = 135.56 (Ans 3)

2.2.4 RELATIONSHIP BETWEEN MEAN, MEDIAN AND MODE

For moderately assymetrical distributions, the empirical formula
relating Mean, Median and Mode is :

wn
=
—
=
=
=
=

2.3 SUMMARY

Averages (Mean, Median and Mode) represent the central value in
the distribution. The formula for central value depends upon the type of
data. Different data sets can be compared using averages of each data set.
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2.4 EXERCISE

1) Find AM of 5, 3,2, 12,5,6,9
2) Find AM of

Class Interval

0-10

10-20

20-30

30-40

40-50

f

125

123 23

4 220

101

3) Find Median class interval from the following distribution

X 1200-202 | 202-204 | 204-206 | 206-208 | 208-210
f 145 320 445 469 342
4) Find Median
X 110 |12 |14 |16 |18
f 1210]223]245]268 213
5) Find Median
X |0-4]4-8]8-12] 12-16 | 16-20
F |65 |56 |43 69 34
6) Find Mode
X 16 |7 |8 |9 |10]11
F |21]23]25]37]21]15
7) Find Mode
Range | 0-100 | 100-200 | 200-300 | 300-400 | 400-500
F 123 145 180 162 121

8) Find Mode if Median is 54 and Mean is 62

2.5 LIST OFREFERENCES

1) Probability, Statistics, design of experiments and queuing theory with

applications of Compter Science, S. K. Trivedi, PHI
2) Applied Statistics, S C Gupta, S Chand
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3.3 Summary
3.4 Exercise
3.5 List of References

3.0 OBJECTIVE

The understanding of Dispersion (or deviation) is essential to
completely understand and anlyse the distribution alongwith Central
Tendencies. Variance, Standard Deviation and Quantiles sare useful in
Data analysis. This unit helsp learner to analyse distribution using
measures of deviations.

3.1 INTRODUCTION

The central value of the data can be represented by Averages, the
spread of data can be exlained with the help of Measure of Dispersion.

3.2 MEASURES OF DISPERSIONS

Measure of Dispersion serve the objective of determining the
reliability of an average and compare the variability of different
distributions.
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Requisite of a Good Measure of Dispersion :
1) It should b erogodly defined.
2) It should covr all observations in the distribution
3) It should have Sampling stability
4) It shuld be capable of further Mathematical treatment
5) It should not be duly affected by extreme values

Some important Measures of Disersion are :
1) Variance (v)
2) Standard Deviation (SD)
3) Quartile Deviation (QD)
4) Range

3.2.1 Variance

The Arithmetic Mean of squares of deviations taken from
Arithmetic Mean is called Variance.

3.2.1.1 Variance of Ungrouped data
¥(x —7)?

[ 176~y _ ~2

iice, V=0 =—7

17 vansy
I L

T

Alternate and more convinient formula for Variance is,

-

1
S ]
7Y — 2] _ () N
A g S | A g i i, g A
1

¥ .5
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1
i
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-

’-i

O
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3.2.1.2 Variance of Grouped (discrete) data

Ayl o =2
LW’ —X]J

2
Z

Variance, Vix)=c%=
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=
=
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=4
o
[
=
o
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o
=
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o
=
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[
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=
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Ex 2 : Find Variance of
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Solution :

X |4 |5 6 7 Total
F | 12124 |23 |18 |77

Fx | 48| 120] 138 | 126 | 432

I |
77y / 1 fenZ
Vit = = 11— WiJ

| 2 ]

25021
77 1 _ e 12
ViX)—= e | oLy

/7 ]

Vix)=1.0 (Ans)

3.2.1.3Variance of Grouped (continuous) data

— - ~3

. Efltx—x)?
¥ Lig -lrl.ﬂnflrl.rl.r', ¥ \\-J o v r
4j

Alternate and more convinient formula for Variance is,

xix% ¥ £
vy 17 1_ ren2 PRV I I S S N
¥ oLl =~ | wiJ i= L r i A o LRC CLUoo redlr

L&) 1 , where, ]

Ex 3 : Find Variance of

Solution :

X 0-4]4-8 | 8-12 | 12-16 | Total
f 12 124 |23 18 77

X 2 |6 10 14 -

xz2 |4 |36 |100 | 196 |-

Fx |48 1120|138 | 126 | 650
fx2 |48 | 864 | 2300 | 3528 | 6740

_z -"Tz_.
Vi) — ’ 1_ r+)2
¥ LA = | i

| 4] 1

07404 s
Viv) = - (844)<
Vix) — (o.44d)

rar -

Vix)= 163 (Ans)

3.2.2 Standard Deviation

Standard Deviation is square root of the variance. One can find
variance and then take square root of variance, which will give standard
deviation

3.2.2.1 Standard Deviation of Ungrouped data
r 2

. =x*
sd = |i |— (x)?
.,!L n |
Ex 4 : Find standard deviation of 3, 6, 8, 1, 3
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Solution :

- L.
LT X

8]

4.

X

I
'-__'.’

-2

g

w

-
Ly 7

S
T

[—
|
Ll
)
M
Y

Ji;

[a
|—I|
N

pa—]

[ —

_ A 2
UT.&)

vt
[—

.g"il =vYO. <L
sd =Z.48 (Ans)

Ex 5 : Find standard deviation of 49, 63, 46, 59, 65, 52, 60, 54

_ X¥x 448 _
Fr=—— = Sb__l_l
n 2
2 x21
cd — I _ (¥+)2
(=4 F 5 . I L
UL |
ISAT 21
¥ ‘_JT-LLI o ="y
sad = I— (00)=
4L B 1
_ 71 JAJ'\ -
S = ¥4U.o
s1 =0.3 (Ans)

3.2.2.2 Standard Deviation of Grouped (discrete) data

Standard deviation of Grouped (discrete) data can be found out by
taking square root of variance

Ex 6 : Find Standard Deviation
X12131415]1617]18]|9
f 121314121513 (2]1

Solution :

X 213 |4 |5 |6 7 8 9 | Total
f 2(3 |14 12 |5 3 2 1 |22
fx 419 [16]10]30 |21 |16 |9 |115
fx2|8127]64|50]180] 147|128 |81 | 685

I-\" £ 3=
) M&rx=i -
ed — | I— (x)?
Y | i
AL &) 1
| £0c_
5 ] Rl | fem D
sa =+I—1— (3.23)"
L2221
sd =¥3.8=19s
sd =1.95 (Ans)
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3.2.2.3 Standard Deviation of Grouped (continuous) data

Standard deviation of Grouped (continuous) data can be found out

by taking square root of variance
= _2-

nm2rx=1

sd =1l I_ ()2
s 1 ¥/
JL & 1

Ex 7 : Find standard deviation

X 0-10 | 10- |20- |30- |[40- |50- 60- | 70-
20 30 40 50 60 70 80

Total

F 2 5 3 6 4 2 1 1

X

3.2.2.4Combined Mean and combined Standard Deviation
Combined Mean :

Combined Mean of two data sets can be found out using following

formula.
I 3%y +115%,
commpirnea ME:'[LTL, X=
n; +n,;
Ex 8 : Find combined Mean of following data sets.
Set 1| Set2
Number of observations | 25 45
Mean 8 9
Solution
N.F. LAN_T._
PP SURRE B S - ATy b a2
LUmmioLiiew vie i, L =
Ny + 7,
(25)(8) + (45)(9) 200+ 405 605
F APy RS i - - — — — O £
LOToLNnea mMmear, X = P P — = S — O.U
LD + 45 /0 /0
F o _ I asy_____ i A4
Comuoinea Menan = 6. 04 (Ans)
Ex 9 : Find Combined Mean
Set1 | Set2 ] Set3
Number of observations | 120 | 135 | 145
Mean 51 48 46
Solution :
£ - 1 3 1 3 &
N T g flyXy T 7lgiy Tiigd3
Combined Mean, T =
¥l 4+ F.. T
LV Stz W A3
120Gy 3 f12e YA | (1TAENCALN
a o \LLUNJL1) T \1Jdo0 )10 LTI JUT0) .
Combined Mean ¥r= = 48.17
’ 51+ 404 45
s hivoad Mo — AQ 177
LTIl LILC W (I LI — XV A 7 (Ans)
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Combined Standard Deviation :

2 d 2 dz
Combined Standard Deviation, ’TL (23 +d) +m, (023 +d3)
N [(n]; +7n;)

Where,
di =(x ¢ and dif=(x-33)°

Ex 10 : Find Combined Mean and Combined Standard Deviation :

Group 1 | Group 2
No. of observations | 32 25
Mean 12 14
SD 3 4
Solution :
Group 1 | Group 2
No. of observations | n; =32 | n, =25
Mean %=1z |%,=14
SD S..-:‘. =3 Sd') =4
A2 _ & =2 _ 1.
Sy =9 |sas; = 16
N:1Xs +NyXs
Combined Mean, T=—
iy + Tiy
(32)(12) +(25)(14) 384 + 350 734
Combined Mean, T= = = —=1287
32+ 125 57 57
Combined Mean =12.87
AZ — (v — 72 celel AZ — (v — ¥
i LS W Lereis =~z v T oAz
A2 _ 712 97 _ 1232 o A2 _ 7172 97 _ 1A)N2
l.ell \J.A-UI J..l-|"I (ES ]2 S Ll-z kJ.‘--UI J._I.'J
JF _ o ___ 7 JF _ 4 v
ay — u./o ana s — 1.26
[crz-l-dz)—l-n ol + dz
Combined Standard Deviation, = fﬂ (o] 2((0dz +d3)
\} [(ﬂ—]1 + 1)
32)(9+0.76) + (25)(16 + 1.26
Combined Standard Deviation, g= '( X )+ @25)( )
J (32 +25)
Combined Standard Deviation, c= 3.61 (Ans)

3.2.3 Coefficient of Variation (CV)

The Coefficient of Variation is the ratio of standard deviation to
the arithmetic mean expressed as percentage.

'V =

100

=S

CV can be used to know the consistency of the data. A distribution
with smaller CV is more consistent than the other one. CV is also useful
for comparing two or more sets of data that are measued in different units
of measurement.
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Ex 11 : Find coefficient of variation of 2, 5,4, 1 and 3

M 1
-J _ N 21 Fe32
all = ]‘I-}"\L-‘ I— i)
Solution : AL 4
reey
. 221 ..
sd = II—I— (3)2
sl >
"I.'-’ a
7 f~
sd =v2
sd =1.41
S
LV =— 100
¥
i.41
cvV = 100 = 047
3 x 100 =47% (Ans)

3.2.4 Quartile Deviation (QD)

Quartile Deviation is defined as ,

o _ N
— Y3 ¥
1) =

~

o

2
Where, Q3 is upper (third) quartil and Q1 is lower (first) quartile.
0: is defined as,

Ex 12 : Find QD
Class Interval | 0-10 | 10-20 ] 20-30 | 30-40 | 40-50

f 2 12 25 23 3
Solution :

Class Interval | 0-10 | 10-20 | 20-30 | 30-40 | 40-50

f 2 12 25 23 3

Cf 2 14 39 62 65

3 3
R =Rank = N = =65= 4875
4- 4 .
Select cumulative frequency value higher or equal to Rank,
Ao R —pcHid; - 1]
Q=1 + -~ I
a2 s -!- JI
B (48.75 — 39)(40 — 30)] _ 9.75)10)] 975]
Q; =30+ > _30+I—23 ]_30+—23]_30+4.23

D _3A4 9372
Y3 = 27.40

29



To find Q1 :

4 1
R =Rank =—N =—-+65 = 16.25
4 4
Select cumulative frequency value higher or equal to Rank,
— H (R —Dc F:](:i') - 1’.1:]1
g, =1+ ShElA s EELe A
r A

25 25

(16.25 — 14)(30 — 20) — 20+ [(2.25)(10)

225

:20+I—]:20+0.9

25

Us—0Qy 34.23—209
an — — — A Ao
¥ — . - — — G.07
2 Z
QD =6.69 (Ans)
Ex 13 : Find Co-efficient of QD
Class Interval | 0-2|2-414-6|6-8] 8-10
f 14 |18 |21 120 |12
Solution :
Class Interval | 0-2|2-4]4-6]6-8 ] 8-10
f 14 |18 |21 |20 |12
Cf 14 |32 |53 |73 |85
To find O3
3 3
R =Rank =-N =—=85 = 63.75
4 4

Select cumulative frequency value higher or equal to Rank,

. (R —pcHHd, — )]
{— ="" —l— L F = Es I
X3 i~ £ I
J 1
FE"2TE _ B2 _ £l
A _ \UJ-JJ JJJ\U “JI_ - i
Y2 — O F— |— /7.Uo
N U _|
0. —7.08
~3 -V
To find Q1 :

Select cumulative frequency value higher or equal to Rank,

(R —nefyul, — 1.7
1l _] iR e =7 INZ J.-’I
17 f1¢ £ |
I 1
P B B § =g A .wrA e |
L, RIS -1 -1 .,
Us = 2+ | = £.61
<1 18 1



@3 — Gy 7.08 - 2.81
an === = — NAd=a
i a0 TAO 1L D O Mexe
g T 1 /WO T 4.01
Co —efficient of QD =0.43 (Ans)

Merits and Demerits of QD

Merits of OD :

1) Itisrigidly defined
2) It is not affected by extreme values
3) It can be calculated with open end class intervals

Demerits of OD :

1) Itis not based on alll observations
2) It is much affected by sampling fluctuations

3.3 SUMMARY

1) Standard Deviation and Variance are two important measures of
Dispersion.

2) Coefficient of Variation is the ration of standard deviation to mean
expressed as percentage.

3.4 EXERCISE

1) Find SD of 4, 6, 2, 8, 2

2) Find Variance of

XJ|2 |3 |4 |5 ]6

F|]65]78|110]88] 86
3) Find Standard Deviation of
Range | 10-20 | 20-30 | 30-40 | 40-50 | 50-60 | 60-70 | 70-80
F 5 4 8 9 4 5 3
4) Find QD and Coefficient of QD of
Range | 0-4 | 4-8 | 8-12 ] 12-16 | 16-20 | 20-24 | 24-28
F 5 12 | 24 18 16 12 1
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5) Find Combined Mean and Combined Standard Deviation

Group 1 | Group 2 | Group 3
No. of observations | 120 135 130
Mean 13 16 15
SD 3 5 4
3.5 LIST OFREFERENCES

1) Probability, Statistics, design of experiments and queuing theory with
applications of Compter Science, S. K. Trivedi, PHI

2) Applied Statistics, S C Gupta, S Chand
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4

MOMENTS, SKEWNESS AND KURTOSIS

Unit Structure

4.0 Objective

4.1 Introduction

4.2 Moments

4.3 Relation between Central moments and Raw moments
4.4 Skewness

4.5 Kurtosis

4.6 Summary

4.7 Exercise

4.8 List of References

4.0 OBJECTIVE

Moments are used to describe characteristics of a distribution such
as central tendency, dispersion. Skewness refers to the lack of symmetry
of the curve on both sides, whereas, Kurtosis referes to peakedness of the
normal distribution curve.

4.1 INTRODUCTION

Moments are a family of equations, each representing a different
quantity.

Skewness refers to lack of symmetry in the distribution, whereas
Kurtosis refers to peakedness of the normal distribution curve.

Skewness is represented by either Karl Pearson’s measure or Bowley’s
measure of Skewness.

4.2 MOMENTS

Moments can be defined as arithmetic mean of different powers of
deviations of observations from a particular value. When that particlular
value is zero, moment is called raw moment, and when that value is
mean, moment is called central moment.
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For ungrouped data :

If x. x, x,, are data values, then Raw Moment is given as
4 air Zr r TL r Lo )
A
. LXj , L
U, = wherer = 0,1.2, ...
i I "Y_' F H H H

Central Moment for ungrouped data is given as :

YViv. _ 7
Ll‘.AI, JLJ Y ~
W=7, wnerer = U, 1,2, .
n

In general Moment around a point a is given as
Y(x. o)
LAy w) 7 ~
Uy = —— wherer = 0,1,2, ...
7

For Grouped data :

If x4,%5, ..., X, are data values(or class marks) with corresponding frequency values as

£ r £ +3 4
T1s]25xv-yn, LRE

Central Moment for grouped data is given as :
=
2.

Mooy = = where r = 0,1, 2, ...
(rx) 3

Y fi(x:—a)”

e _ & JIARL 4 arthorn e+ — N 1 5

(Ta)— - 3 witci < 1 — U,J.,L,...
- 2 i

Ex 1: Find first four raw moments of following data :
X2 |3 |4 |5
f|12]15]18]15

Solution :

2 3 4
f X [rxz[fxs [£x

X

2 12124 |48 96 192
3 |15]145 | 135 1405 | 1215
4
5

18|72 288 | 1152|4608
15175 | 375 | 1875|9375
Total | 14 | 60 | 216 | 846 | 3528 [ 15390

N £yl
TR RA L __a 7 i
Rdw MOINENLs I =——
If
216
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- — 141
Second Raw Moment :¥%2 ~— &0
2520
L rEY . Ero oo
. 3 =—F=f — 20.0
Third Raw Moment :*2 60
4 E930N
r  1looZu e =
Uy =———F = £LD0D.O
Fourth Raw Moment :** 60 (Ans)

4.3 RELATION BETWEEN CENTRAL MOMENTS AND
RAW MOMENTS

YT
LAy o
. = wherer = 0,1,2
T I F ¥ F
n

vyl
~ ~ r g _
forr=0,uy = =1

n

— —~

¥(x; —x)°
Frs e — 0 1 — — 1
Jjur r — u, 0= = 1

T
v_.1
~ z é‘ i
forr=1 . = =
7 ~1i o
iL
Y(x; —x)!
forr=1, = 0, since the sum of deviations from mean is zero
n

forr—=2 ., = — ([ Y2
E =2 L e il
fryr » — 2 7] — i _'1.‘1" T J_")fru"'\ig
7ort S H3 M3z = 3afly T atafiyJa
£ . __ A r_ ol LS Y, SREN T
/ — T fla = [ls ‘1'}"1#1 + 6jip (kL1 JA SANTEE )

For grouped data, these results can be proved by replacing

-

A A
Y ¥ with ) Jx
£ YAy

4.4 SKEWNESS

Skewness refers to deviation from (or lack of) symmetry. A curve
which is not symmetric about any central vlaue on both the sides is called
skewed curve. When data is perfectly symmetrical about both the sides,
mean, median and mode coinicide at the central point. In case of
skewness, they change their position relative to each other.

Skewness can positive or negative.

Skewness measurement can be Absolute or Relative.

Absolute measures of Skewness :

There are two absolute measures.
1) Karl Pearson’s measure of Skewness = Mean - Mode

2) Bowley’s measure of Skewness = (@ — @) — (@, — @1),
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Where,

0,.0, and Q, are fir<t, cecond and third quartiles respectively

Relative measures of Skewness :

There are three relative measures of Skewness.

Mean — Mode

Karl Pearson's coefficient of Skewness, P
g

)]

[t

Falle k> NP . W U S UL S e

[ 5K, = U,it is positive!) Uurve

If SK_ = 0 it ic ovmmetyic rury
1] 3Ky U, LT 1S symmelric curve

TL OoTr R - U L R A S
1] .}I\p =~ U,IL ISTIEyULIVELY SKEWEU CUrre
. . . Q- Q) - (@, - Q) QI +Q, 209
Bowley's coefficient of Skewness, SKB:IS:‘ gz‘ rgz ?'1\: (Q}f‘:ﬂ @ — ‘Qz
2) Q-0 +{8, - 03 KCIERE Y

TECL _ ~ N 14+ soamoitiaranlar oleavizad Arseaan
1j SAp = U,il LS pOSILIVELY SKEwea curve

TL OFF M fa ot et
1] ODAp — U,LL L SyHLmeLric curve
If SKg < 0,it is negatively skewed curve

Bowley’s coefficient of Skewness lies between -1 to +1

”_g
T e o o LT o M _ . n ~3
REINNIIVE INMEONUT E DNUSENH O VIDTHHETLLS, Ny =—
3) u3
=
A — 417 cinn nf v Aonondc amnn thea cian nf 11
,1 LFI, IJI.-H.!I— U] rl MI.#'_IUJI'\.'IJ M’J’UJI' e lJI'HlI' IJJ Fa
S & Y- S e T s
1] Vq = U,LL LS PQUSLLLIFELY SHEWEW LUur ve
ol . s L.
f_l' v, = 0,itis SVMMELric curve
If v; < 0,it is negatively skewed curve

Yy 22
=t _ Tt _AA
Solution : Mean = 5 O F
Mode =5
Zx? [100
sd = | —(0)2 = \— —(44)2 = 0.8
4 n 5
Mean —Mode 44-—5
S.l\ = = = _9. 75 .
L3 sd O0.s (negavive skewness)
(Ans)
Ex 3:Find Bowley’s coefficient of Skewness for the following data.
Score 0-20 | 20-40 | 40-60 | 60-80 | 80-100
Number of student | 15 25 32 35 16
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Solution :

Score

20-40

40-60

60-80

Number of student

25

40

Es ) 7

(]

l

.23

[\
I

+123 =9

4

[ RS LY

(Ans)
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Ex 4 : Find Karl Pearson’s coefficient of Skewness

Range |f
20-40 15
40-60 20
60-80 35
80-100 |12
100-120 | 5
Solution :
Range |F | X [|X Xz Fxz
20-40 15]30 |]450 900 13500
40-60 20150 ] 1000 | s5 12500 | 50000
60-80 35170 |2450] £, | 4900 | 171500
80-100 12190 | 1080 £, | 8100 | 97200
100-120 | 5 | 110 | 550 12100 | 60500
Total 87 5530 28500 | 392700
i _ ZfX 553 _ _
Mean X=—"7+= =63.56
Xf 87
(r — el 117 e _200(an — amM
ax —~ . o M1 jn/iz O3 T Auov — Ouy s
Mode, Z=0i+ ——————— =60+ — —=067.89
2f, —fo— Fs Z*35—20—12
Efxz (zfxy’ (392700 /5530’
sa= L (32) = | -(22) -21.67
N Zf \ZfJ N 87 \ 87 J
, N 63.56 — 67.89
Karl Pearson s coefficient of Skewness, SK, = 16 -0.20
The curve is slightly negatively skewed (Ans)
4.5 KURTOSIS

Normal distrbution curve is bell shaped in nature. But two
distribution may have symmetry, but their peakedness may vary. One may
have more height than the other. This characteristic is known asKurtosis.
The main reason for this variation in peak is concentration of data around
the mean value. The curve will have higher peak for smaller standard
deviation.
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{+) Leptokurtic _ General
3 Forms of
(0} Mesokurtic—__ Kurtosis
{Normal)
(=) Platykurtic —__

A distribution that is peaked in the same way as any normal
distribution is termed as Mesokurtic.

A Leptokurtic distribution is one with higher peak compared to
Mesokurtic distribution. The curne has higher peak and is thin.

In contrast to Leptokurtic distribution, Platykurtic distribution is
flattened from top and has broad appearance compared to Mesokurtic

curves.

Measure of Kurtosis :

. I SR A # RSP 2
MEASUTE 0] RUTTOSIS, Py =—5
: TS i
and v =HK_ —2
b rz Ll 4 =
For Mesokurtic distribution,#> =3, and VY>=10
For Leptokurtic distribution,52 = 3, and 72> ¢
. . . . Pl B - =
For Platykurtic distribution,f> <3 | and VY=< 0

-

Bothfz @and ¥z  are unit free parameters and are independent of
change of scale and change of origin.

4.6 SUMMARY

1) Moments describe various parameters

2) Raw moments and Central moments can be related with various
formulas

3) Skewness represent extent of lack of symmetry in un symmetrical
distributions

4) Karl Pearson’s measure of Skewness and Bowley’s co efficient of
Skewness are measures of Skewness

5) Kurtosis represent thinness or flattened but symmetrical normal
distribution curves

6) Kurtosis can be Mesokurtic, Laptokurtic or Platykurtic
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4.7 EXERCISE

1) Expian Karl Pearson’s co-efficient of Skewness.
2) Find Karl Pearson’s coefficient of Skewness for 12, 14, 13, 16, 18
3) Find Bowley’s coefficient of Skewness for the following data.
Score 0-10 | 10-20 | 20-30 | 30-40 | 40-50
Number of student | 23 | 42 45 40 12

4) Given ks = 1024, and [, = 16, find ¥»

4.8 LIST OFREFERENCES

1) Probability, Statistics, design of experiments and queuing theory with
applications of Compter Science, S. K. Trivedi, PHI

2) Applied Statistics, S C Gupta, S Chand
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CORRELATION AND REGRESSION
ANALYSIS

Unit Structure
5.0 Objective
5.1 Introduction
5.2 Correlation
5.2.1Scatter plot
5.2.2 Karl Pearson’s coefficient of Correlation
5.2.3 Properties of Correlation coefficient
5.2.4 Merits and Demerits of Correlation coefficient
5.2.5 Rank Correlation
5.3Regression
5.3.1 Linear Regression using method of least squares
5.3.2 Regression coefficient
5.3.3 Coefficient of determination
5.3.4 Properties of Regression coefficients
5.4 Summary
5.5 Exercise
5.6 List of References

5.0 OBJECTIVE

Correlation, as name suggests correlates two parameters.
Statistically, Correlation coefficient gives an estimate of extent of
correlation between these two parameters (or quantities). One can
correlate score in final exam with the number of hours of study during the
term.

Regression is an estimation technique. It uses historical data to
estimate the possible value of that parameter in future. Regression analysis
helps to allocate resources based on estimation of the parameter like
estimation of future sales or estimation of future climatic condition.

5.1 INTRODUCTION

Correlation can be measured statistically by Coefficient of
Correlation or even Scatter graph can be used.

Regression equation can be obtained either by method of least
squares or one can even use Regression coefficient.
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5.2 CORRELATION

Correlation analysis provides information about changes in one
parameter with reference to changes in othe rparameter. When one
variable increases, the other also increases (may be in different extent),
then the correlation is positive. In contrast to this, when variable increases,
the other dcreases, the correlation can be termed negative. There can
instances when there is no correlation between two parameters.

Correlation can be represented by :

1) Scatter Graph (Graphical representation) or

2) Karl Pearson’s coefficient of correlation (r) which is a stastical
measure of correlation

5.2.1 SCATTER GRAPH

Scatter Graph, also called X-Y plot gives following information about
two paratemers :

1) Shape (linear or non linear)

2) Extent of correlation

3) Nature of correlation like positive, negative or no correlation

Ex 1 : Plot Scatter Graph and comment.

XY

3 112

5 |15

8 32

9 |35

12145

Solution :
50 -
Scatter Graph

45 \ g
40
35 >

<
30
25

@ Y-Values
20
15 &
<&

10
5
0
0 2 4 6 8 10 12 14

Comment : There seems to be high positive and linear relationship
between X and Y
(Ans)
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Ex 2 : Plot Scatter Graph and comment.

X |y

56| 12

45115

3232

22| 35

12 | 45
50

Scatter Graph

45 &
40
35 4 2 2

L 4
30
25

4 Y-Values
20
15 ¢
L 4
10
5
0
0 10 20 30 40 50 60

Comment : There seems to be high negative and linear relationship
between X and Y
(Ans)

Ex 3 : Plot Scatter Graph and comment.

X1Y
5 112
16| 15
3 |32
22| 35
1 |45
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Solution :

50

Scatter Graph
45 &
40
35 A 4
4
30
25
@ Y-Values
20
15 L 4
¢

10

5

0

0 5 10 15 20 25

Comment : There seems to be slight negative or no correlation between X
and Y
(Ans)

Merits and Demerits of Scatter Graph

Merits :
1) Scatter Graph is easy to plot
2) Itis also easy to understand and interpret general trend
3) Non linear relation can be easily detected

4) Scatter graph can very easily spot some abnormal values which are
ot consistent with rest of the values

Demerits :

1) Scatter graph does not give mathematical (or numerical) value of the
correlation, hence can not be used in further calculations, except for
visual observations

2) This method is useful for relatively small number of observations

3) It can not be applied to qualitative data whose numberical values are
not available like emotions, sentimets correlation can not be
represented by Scatter Graph as no numerical values are available

5.2.2 KARL PEARSON’S COEFFICIENT OF CORRELATION

Karl Pearson’s coefficient of correlation (r) is used to find tpe of
correlation i.e. positive, negative or no correlation and also extent of
correlation like strong, medium or weak correlation.

It is a numerical measure of correlation and is very useful in
statistical analysis.
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F=—7>7
Basic definition of r is sd;sd,
But, working formula for r is,
nrxy-—-XxXv
T =
n Zx2 - EZx)Pyn Xy2 - Gy)?

Ex 4 :Find Karl Pearson’s coefficient of correlation

XY

3 112

5 115

8 32

9 |35

12 | 45

Solution :

XY [XY [|X |Y?
3 112 |36 9 144
5 115 |75 25 | 225
8 [32 |256 |64 | 1024
9 |35 |315 |81 | 1225
12145 | 540 | 1442025
Total | 37 | 139 | 1222 | 323 | 4643

n = 5, number of ordered pairs

37 5 a7 = __ e __
nLXy—4Li sy
T =

f_ =_3 ~_~3 [ =__3 2D
VIL LA™ — LA ) NILLVT —WLy)

r=((5)(1222) = (37)(139)/(V((5) (323 — L(371 "2)V((5) (4643 — [(139)1 '2)) = D.9880

sz

There is very strong positive correlation between X and Y

Ex 5 : Find Karl Pearson’s coefficient of correlation

X

Y

56

12

45

15

32

32

22

35

12

45

45




Solution :

X]lY |XY |X? Y?
56112 1672 |3136| 144
45115 | 675 20251225
32132 1024 ]1024 ] 1024
22135 | 770 |484 | 1225
12145 540 | 144 | 2025
Total | 37 | 139 | 1222 | 323 | 4643

n =5, number of ordered pairs
XY Ty __
NLEXV—ZX LV

T =
: f_ =_3 ~_~2 [ =_3 2D

vit Zx2 - EZxP¥vn Zyv: - Ew?
w = ((EV2601Y — (TETYV 1200 774 ((EY (6012 — T(1emW Ta YA/ (B (242 — Traaavl 12Y) = —Naona
T (DJLI0UL) — (107 JILIZ)JJVI{J) (U0L]) WL )N 4 JV D) 20T W LIZJN L)) u.JouT
r = —0.9804
There is very strong negative correlation between X and Y (Ans)

Ex 6 : Find Karl Pearson’s coefficient of correlation

X1Y
5 |12
16 | 15

32
22|35
1 |45

Solution :

()}

12 160 25 | 144
16 ] 15 |240 |256| 225
32 196 9 1024
22135 | 770 |484 | 1225
1 |45 |45 1 2025
Total | 47 ] 139 ] 1211 | 775 | 4643

n =5, number of ordered pairs
XY Ty __
NLXV—ZX 2V

¥ =
: f_ =_3 ~_~2 [ =_3 2D

VL ZXT —Zx)vn 2y —(@Zv)°
= F(EV121TY — (ATY120N 204/ (EY 177y — T a7y T2 V1B (2242 — Tr4aan] ™2\ = _0 1077
T (lJjilall) VT L7 AV (D 7a) LUEFJA & J VL) 2UTO LyL27)a &) . L0177
r=—-0.1877
There is slight negative correlation between X and Y (Ans)
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5.2.3 PROPERTIES OF KARL PEARSON’S COEFFICIENT OF
CORRELATION

1) Correlation coefficient lies between -1 and +1
2) Correlation coefficient is independent of change of origin and scale

3) If variables are independent then they are uncorrelated (r near zero), but
the converse is not true

4) Sometimes, correlation value may mislead, as there may be some value
of correlation by chance, but actually there is no evidence of
correlation

5.24MERITS AND DEMERITS OF COEFFICIENT OF
CORRELATION

Merits :
1) It is easy to understand and easy to calculate
2) It indicates type of correlation i.e. negative, positive or no correlation

3) It also gives clear information about extent of correlation, +1 for
perfect positive and -1 for perfect negative correlation

Demerits :

1) It can mislead as higher correlation does not always mean close
relationship. Two variables can have high value of correlation but
may not actually have any relatinship

2) It is affected by extreme values of data set

3) Non linear relation is not very clearly indicated by correlation
coefficient, whereas it is vlearly seen in Scatter plot

5.2.5 RANK CORRELATION

Rank correlation coefficient measures the degree of similarity
between two rankings.

For example, in a singing competition, two judges may give their
independent opinion about the participants through ranking, say 1, 2, 3 etc.
With the Rank correlation coefficient, one can find the extent to which
these two judges agree on the performance of the participant.

Spearman’s Rank Correlation

) r n ral : " n -
SQpeurinuIL s Rurik LUT'J"E«'iLLLLUTL_, n = 1—-

Where d is difference in Rank
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Ex 7 : Find Spearman’s Rank Correlation

(U, IR HUSH N\ FE
Aloal—lw]o

Solution :

R1|R2|]d=R1-R2| 42
1 2 -1 1
2 3 -1 1
3 1 2 4
4 5 -1 1
5 4 1 1
Total 8
n=2s,
6xd? {6)(8) ig
R=1 =1 -1 —1 04=0¢
nmn? - 1) 5(25 —1) 120
R=0.6 (Ans)

- JZ ~i

_ ) oL\ Ty
E=1- -

nf22 _ 11

FLyiL Ny
Where d is difference in Rank

m(m? — 1) ] . .

of =——5 wWhere m is the number of times Rank is repeated
5.3 REGRESSION

Regression is an estimation technique. It uses historical
data/information to estimate/predict near future value of that parameter.
For Example, score of a student in Mathematics exam can be predicted
based on student’s performance in a few previous years.
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Regression line :

15

T

i i 1 3 Il

-24 -10 10 20 30 40 50 60

If X is independent variable, and Y is dependent variable, then the
Regression line can be given as :
Y=a+bX

Above Regression equation represents a strainght line. In practice,
there can be non linear relationship between X and Y, in such a case, the
Regression equation can include square or cube or higher degree terms
also.

Regression Equation actually approximates and straightens the
point orientation by introducing some error for alignment of the points to
get a straight line .i.e. Regression line.

5.3.1 LINEAR REGRESSION USING METHOD OF LEAST
SQUARES

Method of Least Squares is one of the methods to derive
Regression Equation.

T and h af tke Iinonr o
LA LLiLLL AF Ul 15 [ =

Two parameters
found out using two normal equations.

........... Normal Equation I

........... Normal Equation II

Solving these equations give values of a and b required to form
Regression Equation
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Ex 8 :Form Regression Equation for the following data set.

X1lY
5 112
12 ] 15
15132
22135
25145

Solution :

Regression Equationis Y=a+ bX

The two Normal equations are :

........... Normal Equation I

........... Normal Equation II

XY X=
60 25

12 {15 180 | 144
15(32 480 | 225
22135 | 770 | 484
25145 11251625

Total | 79 | 139 | 2615 | 1503

(V)]
—_
\S]

Substituting these values in the two normal equations :

Solving simultaneously, or by method of substitution,

~» — 1 07 s A E — 1 £AA
U — 1.00 wiiu U — 1.U77T

Substituting these values in the Regression Equation :
¥ =1.83 1 1.644X ig the Regression Equation (Ans)

Ex 9 :Form Regression Equation for the following data set, and hence
estimate

Y
25
18
12
5
1

Ol |w]—] <
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Solution :
Regression Equationis Y =a+ bX

The two Normal equations are :

........... Normal Equation [

........... Normal Equation II

X |v|xy |x?
1 125160 [25
3 ]18]180 | 144
4 |12]480 |225
6 |5 |770 |484
9 |1 [1125]625
Total [ 23] 61166 | 143

Substituting these values in the two normal equations :

¥ =26.37 - 3.081X {s the Regression Equation
For
X =10 Y =2637—-3081+1o= —444
b
Y=-4.44 (Ans)

5.3.2 REGRESSION COEFFICIENT

Regression Coefficient b of Y on X

Regression Coefficient b of Y on X is given as :

== rir = X e 17

b nz —LALT
YT sva _ v vy
F 4 (P

Regression Equation can now be obtained as :
Y- Y=b, (X —-X)

4 My A ix g
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Ex 10 : Find Regression Equation using Regression coefficient byx

X|Y
2113
3124
4 |54
6 | 65
9172
Solution :
X |Y |xy |x*
2 |13]60 25
3 |124]180 | 144
4 1541480 | 225
6 |65]770 | 484
9 | 72| 1125] 625

Total | 23] 61| 166 | 143

Regression Coefficient b of Y on X is given as :

i
Dyy = =
< ny¥z _(vXy
g V&2 )
FEAM sy _ MIINFE1Y
1 (A \eD JAVL)  fnas
Dyy = Sy £ oAty = ©.20%
(5)(143) - (23

b,.=8.364
}o L
s XX 22 = ¥V 228
X="—-="—"=438 y=""= =456
# 5 and 7 5
Regression Equation can now be obtained as :
Y-Y=b X-X)
VI~ <

V_AE £ — (O2£AW S _ A OY
i TJ.U — O.2UTA T.0)

= | . . .
¥ =5.45 + 8.364 X {5 the Regression Equation (Ans)

Regression Coefficient b of Y on X

Regression Coefficient b of X on Y is given as :

Regression Equation can now be obtained as :

X—X—b (Y -Y)

~xy S
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5.3.3 COEFFICIENT OF DETERMINATION

e 4

il

"X

The Coefficient of detrmination, 72, is a paramter used to judge

how well the estimated Regression line fits all the data, where 7 , is Karl
Pearson’s coefficient of Correlation.

Coefficient of derermination, r2=—

.

If the Regression line passes through all or most points, then
coefficient if determination will be close to 1.

Since, ~1 =r =1, D<rZ=1

Significance of coefficient of detrmination

1) It gives the strength of linear relaionship between two variables

2) It gives confidence to obtain variable to be predicted from the
indepndent variable

3) The coefficient of determination is the ratio of explained variation to
toal variation

4) It represents the quantum of data that is closest to the line of best fit

5) Itis a measure of how well the Regression line represents the data

5.3.4 PROPERTIES OF REGRESSION COEFFICIENT

1) The point (X,Y) lies on both the Regression lines
2) In case of perfect correlation between two variables, ™=1 or
r=-—1

3) Slope of Regression equation Y on X is given as, Byx wheras, slope
1

. . . . I
of Regression equation X on Y is given as “xy
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4) The angle between two Regression lines 1is given as,

5.4 SUMMARY

1) Correlation between two parameters can be represented either by
Scatter Graph or Karl Pearson’s coefficient of Correlation (r) can be
used

2) Karl Perason’s coefficient of correlation ranges between -1 to +1.
Negative correlation has negative value of r and positiove correlation
has positiove value of r

3) Regression line helps to estimate or predict near future value of the
dependent parameter using historical values of the independent
variable

4) Regression line can be found out using method of least squares or
using Regression coefficient method

5) Coefficient of determination helps to understand how well is the
regression line fits or covers all or most data points

5.5 EXERCISE

1) Plot Scatter Graph and comment

X 1Y
201 | 34
226 | 45
230 | 56
312 ] 53
340 | 62
357 | 64

2) Find Karl Pearson’s coefficient of correlation

X1Y
55112
43110
3217
24 |14
18] 3
11]1
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3) Find Spearman’s Rank Correlation

(U, IR HUSH N\ FE
[0 Y [N USE N

4) Find Regression Equation for the following data set, using method of
least squares

X1Y
12112
18 | 34
26 | 67
34 | 87
531106
66 | 134

5) Find Regression Equation using Regression coefficient buy

X1Y

1 {4

6 |22

8 145

10 | 77

11| 87
5.6 LIST OFREFERENCES

1) Probability, Statistics, design of experiments and queuing theory with
applications of Compter Science, S. K. Trivedi, PHI

2) Applied Statistics, S C Gupta, S Chand
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PROBABILITY

Unit Structure

6.0 Objective

6.1 Introduction

6.2 Some basic definitions of Proabaility
6.3 Permutations and Combinations

6.4 Classical and axiomatic definitions of Probability
6.5 Addition Theorem

6.6 Conditional Probability

6.7 Baye’s Theorem

6.8 Summary

6.9 Exercise

6.10 List of References

6.0 OBJECTIVE

The study of Probability helps learner to find solution to various
types problems which have some uncertainty in their occurence. Thie
shapter explains various definitions, concept and terms used in probabiluty
study in detail.

Learner should be able to understand and find solution to various
problems for which probability theory gives reasonably good solution.

6.1 INTRODUCTION

Study of Probability is the study of chance. Probability theory is
widely applied to understand economic, social as well business problems.

Refer to the statements used by us in our daily life :
1) The train may get delayed
2) There is a chance of getting distinction in Mathematics by Mahesh
3) Asha may come on time today
Such statements are commonly used by all of us. One can

systematically study such probable events using principles of Probability
discussed in this chapter.
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6.2 SOME BASIC DEFINITIONS OF PROBABILITY

Experiment : An experiment is an action that has more than one posiible
outputs

For Example :

1) Tossing a coin gives either a Head or a Tail

2) Throwing a die gives any one number from 1 to 6 on top face of the
die

3) A student appearing for an exam may pass or may fail exam

Experiment may be random or deterministic.

The output of the random experiment changes and occurs
randomly without any bias. In random experiments, all outcomes are
equally likely. For example, tossing a coin

The outcome of the deterministic experiment does not change
when performed many times. For example, counting number of windows
of a particular room

Outcome : The result of an experient is called outcome. For example,
counting number of students in a class

Trial : Performing an experiment is called taking a trial

Sample Space :The collection of all possible outcomes is called sample
space of that experiment, For example, drawing a ball from a box having
three balls of Red, Blue and Green colours has a sample space of balls of
Red, Blue and Green colours. Sample space is demoted by letter S

Sample point : Each outcome of the sample space is called sample point.
The total number of sample points are denoted as n(S)

Finite sample space : When the number of outcomes are finite, the
sample space in finite sample space. For example, number of students in
Statistics class of a college

Countably infinite sample space : When the number of elements in a
sample space are infinite, the sample space is said to countably infinite
sample space. For example, set all all natural numbers

Exhaustive outcomes : Outcomes are exhaustive if they combine to be
the entire sample space.For example, outcomes Head and Tail are
exhaustive outcomes, when a coin is tossed

Event : Any subset of sample space associated with random experiment is
called an Event. Fro example, for a sample space={1, 2, 3, 4, 5}, an event
A can be “getting and odd number” and can be written as A={1, 3, 5}
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Types of Event : Events can be described as given below :

1) Simple event : An event having only one outcome is called simple
event. For example, the evet of getting a head when a coin is tossed

2) Impossible event : The event corresponding to null set is called an
impossible event. For example, an event of getting a number more
than 6 when a die is thrawn

3) Sure event : The event corresponding to the sample space is called sure
event. For example, an event of getting either a head or a tail when a
fair coin is tossed

4) Mutually exclusive events : Two or more events are said be mutually
exclusive events if they do not have a sample point in common. For
example, an event of getting an even and another event of getting an
even number when a die is rolled

5) Exhaustive events : The events are said to be exhaustive events if
occurrence of any one event is surely going to take place. For example,
event of getting either red or black card when a card is drawn from a
pack of cards

6) Equally likely event : When all events have same chance of occurrence
then the events are equally likey. For example, getting a Head or a Tail
when an uniased coin is tossed, are called equally likely events

7) Independent events : Two or more events are said to be independent
events if one of them is not affected by occurrence of any other events.
i.e. P(A/B)=P(A)

6.3 PERMUTATIONS AND COMBINATIONS

Factorial: Factorial of a real number 7 is written as 7! such that

sl —an a4 £ 21 7 .

. =nN.Jgi— 1), Ui — 2 ... ... .1

Ex 1 : Find

Solution :2! = 54321 —-120 (Ans)

Permutation : Permutation means arrangement of objects in different
ways. For example, out of three objects A, B and C taken two at a time
can be arranged as AB, BA, BC, CB, CA, AC. We can arrange in six
different ways, as order or sequence of objects in Permutations is
important. So, if n objects are are arranged taken r at a time can be written

as,

n!

nr _ )
r'_r' - .
n—7r)i

Ex 2 : Find P

=4agndr =3
nl 41 41 4321
no R, P
Iy =7 =- == = <%
) n—7r) (4—3p0 11 1
ATy &
Fa =4% (Ans)
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Ex 3 : How many ways are there for eight men and five women to stand in
a row so that no two women stand next to each other.

Solution :

Eight men can be arranged in 8! =40320 ways.

Five women can be arranged in 9 ways as shown below :
Here * represents a place for a woman, and M represents a place for man.

Five women can be arranged in 9 places in

1 91 987.6.5. 4

- 5)! 4" 4‘! _____ WaYS.

©
WO

3

-
T2

Wi

fQ_5Y [
STV X

So, together eight men and five women can be arranged such that no two
women stand together as :

Ql ¥p _ AN320 15120 — &0 04 28 AN
Total number Of Ways = T.. ig T TvlSLv.aidiav — Uy, 70,00, U0 Ways

(Ans)

Ex 4 : In Hhw many ways can the letters of the word ‘MOUSE’ arranged,
where meaning/spelling does not matter.

Solution :

The words can be arranged in ways. (Ans)

Combination : Combination is a selection of objects without consideting
the order of arrangements. For Example, for three objects A, B and C,
when two objects are taken at a time, the arrangement can be AB, BC and
AC. Order or sequence of arranements is not important in case of
Combination. So, Combination of n objects taken r at a time can be
written as,

nl

L.

—
[

ri(n—r)!

Ex 5 : Find i-C3

Solution : take n =4 and r = 3

n! 41 41 4321
an- = — - = — — == = — = 4
rin—7) 31 @—3n 3111 3211
Ly =% (Ans)
. 3p_ 4 4
Ex6:Find "Fzt "Lz
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Solution :

anl o] 2, 2 .
- Ti 1 2f b 1
ntE = = = —= = 6
o (12 ) (2 3] 11 1 -
n (S 2) 11! 1
ip _&
i 2 wr
Also,
anl A A A2 D .
- 4 T T T.0.4.1
e — — —_ —_ —_— — 6
4 I (n— ) 21 (A —2m1 21 21 2121
.- \n J FAN . 2) . &l al.z21
U
Lz L4
3ip ip _ = - 42
L2+ 3= 0+16— 14 (AllS)

Ex 7 : In how many ways can a committee of 2 officers and 3 clerks can
be made from 4 officers and 10 clerks.

41 41 4321
4 = = =&
=2 I A _ NI 21 21 21 71 >
. T F4 & & [P - §
1Nl 1Nl 1Nao7I1
10~ ERVH 1v. 1U.2.0.7. -1 B
TlaT o s s T s = = — 140
- 3T (i0-—3)f 3t 7P 3.21.7i
A 5 100 — fx120=T2Z0
Ly= L, 6b=120 /20 ways (Ans)

6.4 CLASSICAL AND AXIOMATIC DEFINITIONS OF
PROBABILITY

Classical definition of Proability

When a random experiment is conducted having sample space S
having n(S) equally likely outcomes, the event A having n(A) favourable
outcomes, the probability of occurrence of event A is given as P(A) such
that :

nil
ni

)]
£

ns A
r\)= .

nis
Some inportant points regarding Probability definition are :
1) The sum of all probabilities in the sample space is 1 (one)
2) The probability of an impossible event is 0 (zero)
3) The probability of a sure event is 1 (one)

4) The probability of not occuring an event is 1 — probability of
occuring an event. i.e. F{A) =1-FP(A)
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Ex 8 :Write down sample space for each of the following cases
1) A coin is thrawn three times

2) A coin is thrawn three times and number of heads in each thraw is
noted

3) A tetraheadron (a solid with four traingular surfaces) whose sides are
painted red, red, blue and green. The color of the side touching the
gound is noted

4) Blood group of husband and wife are tested and noted

Solution

1rry

1)5=i’
2)5=1{0,1,23}

3) S — fred,blue, green

Lt L; L4

fons]

4)S = 1(0,0),(0,4),(0,B),(0,4B),(4,0),(4,4), (4,B), (A, B),(4,AB),
(B,0),(B,A),(B,AB),(AB,0),(AB,A), (AE,B),(AB,AB )}

Ex 9 : Thre eunbiased coins are tossed. What is the probability of getting
at least one Head.

Solution :

Sample Space S ={HHH HHT HTH, HTT,THH,THT TTH,TTT?}
, ;

ns)=s

Let A be the event of getting at least one Head

A={HHH HHT HTH HTT THH THT,TTH}

A

[AV1

3
-

b i
7

~

3

AN
iz

N

-

2
A

-
I

(

"1
=< NN |

Tn

(Ans)

Ex 10 : Nine tickets are marked numbers 1 to 9. One ticket is drawn at
random. What is the probability that the number is an odd number.

Solution :

C_f122ALE£70al
O = Al h, 0, T,0,0,7,0,7)
P & o) YN
WoJ)j=2=9
A=11,3,57,9
n(d)=-s
n{d) 5
P(A) = _-
Oy e
nc) 9 (Ans)
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Ex 11 : An urn contains 8 blue balls, 7 green balls and 5 red balls. One
ball is drawn at random, what is the probability that it is (a) a red ball, (b)
a blue ball.

Solution :

afCY — O 1 7 1L E — Dn
NWoJ— O T/ T I — &u
(a) Let A be the -event of getting a red Dball
nd) 5 1
nA)—5 PA)= e
42 CY In A
FLRad § Fa e T

(b)Let B be the event of getting a blue ball

Ex 12 : From a well shuffeled pack of cards, a card is drawn at random.
What is the probability that the drawn card is a red card

Solution :

Let A be the event of getting a red card

aaf AN Vs 4
- - e VW - Jb\ﬂj ~u +
nd)y=26 Fld)= __=_ =
n(s§) 5Hz 2
i
P(AY=—
2 (Ans)

Ex 13 : What is the probability of getting a sum nine (9) when two dice
are thrawn

Solution :
L FTy Frd - F£4 = P P N S S P
Sy =4(1,1), (L, 2), e e s et e e e e, (0,86),(0,6)1= 36
Let A be the event of getting a sum nine (9)
A=136),45), (54,0630
Pl AY— A
sy

na) & 1
Ny AN
r\wAj)= - =

n¥) 36 9 (Ans)

Ex 14 : The Board of Directors of a company wants to form a quality
management committee to monitor quality of their products. The company
has 5 scientists, 4 engineers and 6 accountants. Find the probability that
the committee will have 2 scientists, 1 engineer and 2 accountants.

Solution :

n(s) = i 5(__._ = = =
5

LR TRy



Let A be the event of having 2 scientists, 1 engineer and 2 accountants

n(A) =30,. *(4. °C, = 10.4.15 = 600
n(d) 600
DfAY —
L1y — - - e Fa¥a v
o) 2UUS
00
s oA RFRE Ry
PlA) = ——
3003 (Ans)

Axiomatic definition of Proability

Suppose, for an experiment S is the sample space containing outcomes,
5:,52,53 -... 55 then assigning a real number P(5:) to each S:€5

6.5 ADDITION THEOREM

If A and B are two events defined on sample space, S then
P(AuUB)=P() 1 P(B)- PAn B)
a) Addition theorem can also be explained by Venn diagram

b) If two events are mutually exclusive, then
P(Au B)=P(A) + P(B)

c) For three events,
PAUBUC)=PA) I P(B)Y 1 POY-PANBY-P(BnC)-PAnC) +

?

—PANENC)

Ex 15 :An integer is chosen at random from 1 to 100. Find the probability
that it is multiple of 5 or a perfect square

Solution :

n(s) =

\_,.l
[
—_

et A be the event of getting a number multiple of 5
Let B be the event of getting a perfect square

fc 1in 1 E AMad
=i, 1U, 10 2, LUl

.’I;.

’ -
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A
& e
I
L] “l
o -
<<
g I~
Il
__\l_;
.(_._
L,

-~

M|

-~
&4
¢ |in
=R

By addition theorem,

Required probability of getting a multiple of 5 or a getting a perfect square

(<]
[
™~

[=]

[=1]
o]

(Ans)

A card is drawn at random from a pack of cards. Find the
probability that the drawn card is a diamond or face card.

Ex 16

Solution

Let A be the event of getting a diamond card

Let B be the event of getting a face card

~~

By addition theorem,
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Required probability of getting a multiple of 5 or a getting a perfect square
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6.6 CONDITIONAL PROBABILITY

Let there be two events A and B. The probability of event A given
that event B has occurred is known as conditional probabilityof A given
that B has occurred and is given as :
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Ex 17: Given 3 4 5. Find
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Ex 18 : Find the probability that a single toss of die will result in a number
less than 4 if it is given that the toss resulted in an odd number.

Solution : Let event A be the toss resulting in an odd number

And let event B be getting the number less than 4
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6.7 BAYE’S THEOREM

Let 1,42 --An  be a set of mutually exclusive events that

together form the sample space S. Let B be any event from the same
sample space. Then Baye’s theorem states that
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Ex 19 : In a toy factory, machines 1,42z @H& £ manufacture

respectively 25%, 35% and 40% of total toys. Of these 5%, 4% and 2%
are defective toys. A toy is selected at random and is found to be
deefctive. What is the probability that it was manufactured by machine 42

Solution :

P(A,)= P(that the machine A, manufacture tovs) = 25% = 0.25
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Let 5 be any event that the drawn toy is defective.
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\A3/
A
Iz 5N
Pi <1
We have to find =~ B/
s 2~
pira yol P\
A Az )-r {77}
o (323 N7
Fl—I1= = = =
\B/ __ .. B\ _ _rBEN . (B
PLA)Pl—1+PA)PI-—1+PA)P[—)
1T \4,) 20 \4,J 355\,
A (0.35)(0.04)
p 2} _ ~ < 4 N oan
D\ ) Th amnrm me . 7m omewrm an P —————
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Required probability is 0.40 (Ans)

66



6.8 SUMMARY
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6.9 EXERCISE

1) One card is drwan at random from a pack of cards. What is the
probability that it is a King or a Queen.

~

2) Find *C:

. . c _ffn1 292 A8 -~ (s3]
3) Given an equiprobable sample space » = 1V, 1, 4,9,4,9,6,7,05 and an
D

event 4 = {0,4,7} Fnd P(4) and P(4™)
4) Given, PU)=07,  P(B)=05and P(4nB)=03 Find

PAuB)
5) A class has 40 boys and 20 girls. How many ways a class representative
(CR) be selected such that the CR is either a boy or a girl

6) From a set of 16 tickets numbered from 1 to 16, one ticket is drawn at
random. Find the probability that the number is divisible by 2 or 5

7) A car manufacturing company has two plants. Plant A manufactures
70% of the cars and the plant B manufactures 30 % of the cars. 80%
and 90% of the cars are of standard quality at plant A and plant B
respectuvely. A car is selected at random and is found to be of
standard quality. What is the probability that is was manufactured in
plant A

6.10 LIST OFREFERENCES

1) Probability, Statistics, design of experiments and queuing theory with
applications of Compter Science, S. K. Trivedi, PHI
2) Applied Statistics, S C Gupta, S Chand

PR R IR/
G® 00 0,0 00

67



