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N.B.: (1) All questions

; are coui ul .
(2) Figures to the r Wi

ight indicate marks for respective subquestions.

1. (a) Answer any ONE

1. State and prove the Cayley Hamilton theorem.

. :el't V be a finite dirpensional inner product space over Rand T : V — V be
lnea,.r transformation. Prove that the following statements are equivalent.
(P) T is orthogonal.. - _
(@) 1T(z)|| = |z} for all z € V.

(b) Answer any TWO

1. For real vector space V and a subspace W of V' define quotient space V/W.
Let V' Dbe a finite dimensional real vector space and W be a subspae of V.
Show that dimV/W = dimV — dimW. '

ii. Let'V be a finite dimensional inner product space over R. If 7 : V — V is
an isometry, then show_that there exists unique zo € V and an orthogonal
linear transformation T :(V — V such that f(z) = T(z) + =0, VzeV.

ili. Find an orthogonal transforméation in R® which represents reflection with .

respect toz —y+ 2z =0. , .
iv. Show that a 2 x 2 orthogonal matrix A with det4 -= 1 is a matrix of rotation.

" 2. (a) Answer any ONE
i. Define algebraic multiplicity and geometric, multiplicity of an eigen value A.
- of a real matrix A. Show that, if*A4 is diagonalizable‘then (a) algebraic and
geometric multiplicity of each eigen volie of A coinCide (b) sum of geometric
multiplicity of all the eigen values of A is n.

jii. Show that every real symmetric watrix is orthogonally diagonalizable.

(b) Answer any TWO o

n s
i. Show that every quadratic form Q{z] = Z as;z:x; over R can be reduced
1,7=1 :

r. " .
to standard form L Ay by orthogonal change of variable X = PY where

i=1
X,Y are coluriu vectors of R™.
ii. Let A be m xn upper triangular real matrix.

(p) If all the main diagonal entries of A are distinct, then show that A is

diapunalizable.
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(q) 1feach main diagonal entries' of Ais A and A i diagonaliza;ble then Sﬁow

that A = M.

. [PT.O]

 cm-Con. 2782-15.

Scanned by CamScanner



yvalues 0, 1,—1 with cor. ;

: bich has e1gen
;. Find a square matrix A of order 3 W _11) and (0,1, 1)%,
1 -—

responding eigen vectors

iv. Show that an T il L
gl its eigen values are

eal symmetnc ma,tnx 1S

positive.

3. (a) Answer any ONE n. Prove that G contains & unique sub-

i G be a finite cyclic group o1 ¢ e | |

of order @, for every divisor a O B

i ir;ug be a group and H and K be any two subgroup Of' G. Sho at K
be subgroup of G if and only if HK = KH.

(b) Answer any TWO
' i, If f: G— G isagroup homomorp
that kernel of f is a subgroup of G.
ii. Let G, G be groups and f : G = G
Show that
(p) If G is abelian then G'is abeuan , _
(q) G is cyclic and G =/a) vhen G' is cvelic and G = (f{«))-
jii. Let G = {5, 15, 25, 35 Jurider multiplication of residue classes mod 40. Form
: composition table of G.“State identity elernent of G and show that G is
: _ group. :
iv. Give an example of a group G such that O(C)‘ = 2,0(b) = 2 and o(ab) = 5.

of Qrder

hism then define kernel of f and prove

be a onto homomorphism of ‘groups.

4, Answer any THREE

(a) Let A, B be n x n real matrices. If A and *5 are or thogona] then prove that B
and BA are both orthogonal matrices.

1 2 3
b) Let A = -]=1 o 1 Y: i : ;
(b) : g ! A linear transformation T : R® — R3 is defined by

T(X) = AX (X being a colvnia vector sin R%). Find k
i erT and I
fundamental theorem of homomorphism of vector spaces incase :fl g Venty s

i § BRE \
(c) D_etermn.le whether matrix A = 8 (1) ' 9(?1 15 diagonalizable or not.

(d) Show that eige:: vector associated with distinct e
! igen values o
matrix'are orthogonal. f real symmetnc

(e) Show thev a group G is abelian if and only if f G — G define as flz) = 22 is

a group Jomon;orphlsm

() It 1/’ is a finite group and H is a nopempty aubset of G then prove that H is
-subgroup of G if and only if for any a, be H,ab € H. _
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